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THROUGH RENORMALIZATION
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Abstract. We develop a dynamical renormalization method for the problem of local
reducibility of analytic linear quasi-periodic skew-product flows on T2×SL(2,R). This
approach is based on the continued fraction expansion of the linear base flow and deals
with ’small-divisors’ by turning them into ’large-divisors’. We use this method to give
a new proof of a normal form theorem for a Brjuno base flow.

1. Introduction

1.1. Preliminaries. Consider the manifold Td ×G, where Td = Rd/Zd and G is a Lie
group with Lie algebra g. The transformation of an arbitrary vector field X on Td ×G
by a diffeomorphism ψ : Td ×G→ Td ×G is given by

ψ∗X = Dψ ◦ ψ−1 ·X ◦ ψ−1. (1.1)

Let V ω be the set of real-analytic vector fields on this manifold of the form:

X(x,y) = (ω, f(x) y), (x,y) ∈ Td ×G, (1.2)

where ω ∈ Rd − {0} and f ∈ Cω(Td, g). Each element of V ω generates a skew-product
flow on Td × G. That is, at the “base” Td we have the linear flow x 7→ x + tω, t ≥ 0,
and on the “fiber” G the flow obtained by solving ẏ = f(x + tω) y.

As we want to preserve the space V ω under real-analytic coordinate changes, we
restrict them to the set Dω, i.e. of the type

ψ(x,y) = (Tx, F (x) y), (x,y) ∈ Td ×G, (1.3)

where F ∈ Cω(Td, G) and T ∈ SL(d,Z) is a linear automorphism of the torus. A vector
field X ∈ V ω in the new coordinates is then given by the formula

ψ∗X(x,y) = (Tω, LωF (T−1x) · F (T−1x)−1 y + AdF (T−1x) f(T−1x) · y), (1.4)

where
Lω = ω ·D =

∑
i

ωi∂/∂xi (1.5)

and AdA b = AbA−1 with A ∈ G and b ∈ g.
In some cases it is possible to find a diffeomorphism that simplifies X, in particular

reducing it to a “constant” vector field. More precisely, we have the following definition.

Definition 1.1. X ∈ V ω is Cω-conjugated to Y ∈ V ω if there is ψ ∈ Dω such that
ψ∗X = Y . In case both vector fields have the same rationally independent base vector
ω ∈ Rd − {0} (i.e. ω · k 6= 0 for all k ∈ Zd − {0}) and

Y (x,y) = (ω, uy), (x,y) ∈ Td ×G, (1.6)

with u ∈ g, then X is said to be Cω-reducible to Y .
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Remark 1.1. Assuming the notation above, a more general definition is the following:
X is reducible to Y if it is conjugated to a Y constant along the orbits {x + ωt}t≥0 for
each x ∈ Td.

Remark 1.2. The definition of reducibility requires in several contexts (cf. [7]) the use
of diffeomorphisms defined on a finite covering (2T)d × G. In the present work we are
able to restrict to the domain Td ×G.

In this paper we study the d = 2 case and we choose G = SL(2,R) and g = sl(2,R),
corresponding to the non-compact Lie group of unimodular real 2× 2 matrices and its
respective Lie algebra of traceless matrices.

Definition 1.2. A matrix u ∈ sl(2,R) with eigenvalues ±2πiρ, ρ > 0, is diophantine
with respect to ω if there exists C, τ > 0 such that

|2ρ− k · ω| > C

‖k‖τ
, Zd − {0}. (1.7)

1.2. Main result. Even if the goal of this paper is to develop a new method, we use
it to restate a ’classical’ normal form theorem in the spirit of the work by Dinaburg
and Sinai [5]. We prove it (and indeed improve it for the present case) using a novel
and considerably simpler approach coming from the renormalization of vector fields
appearing in [16, 19, 20, 21].

Theorem 1.3. Let ω ∈ R2 with slope a Brjuno number and Y given by (1.6) with u
diophantine with respect to ω. If X ∈ V ω with base vector ω is sufficiently close to Y ,
there is a ∈ sl(2,R) such that the vector field given by

X(x,y) + (0, ay), (x,y) ∈ T2 × SL(2,R),

is Cω-reducible to Y through a conjugacy ψ ∈ Dω. Moreover, the map X 7→ (a, ψ) is
analytic.

Remark 1.4. The above theorem can be used to improve the arithmetical condition
on the base frequency of [5]’s main result, after performing the steps in chapter 4 of
[17]. That is, by looking at the Whitney dependence on u of the counter-term a and
the conjugacy, it can be shown the existence of a positive measure set of parameters
(Energy) for which the one-dimensional quasi-periodic linear Schrödinger equation is
reducible.

The results on reducibility can be seen as extensions of Floquet theory to quasi-
periodic linear systems of differential equations. The well-known Floquet theorem states
that linear differential equations with time periodic coefficients can always be reduced
to constant coefficients systems using a time periodic coordinate transformation. The
situation for quasi-periodic systems is more complicated as resonant phenomena appears
due to the existence of small-divisors (see e.g. [26]). So, further conditions on the
systems have to be imposed in order to achieve the same kind of result. Most of the
work on the reducibility for the quasi-periodic systems has been done for the particular
case of the quasi-periodic linear 1-dim Schrödinger equation (as is the case of [5]) in
both the continuous and discrete-time frameworks. We remark that for u hyperbolic,
the reducibility of such systems is known since the 70’s [2]. Other cases have also been
studied, such as the fiber G being a compact group [17, 18, 29].

Traditional KAM methods use a modified Newton method to construct a sequence
of coordinate changes defined on shrinking domains that, in the limit, transforms the
problem into the unperturbed case ([5, 6, 25]). In the present paper we shall develop
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a new method based on the use of the continued fraction expansion of the slope of the
frequency vector ω. Its arithmetic properties are reflected on the way we deal with
the resonant Fourier modes (corresponding to small divisors), as these can be made
non-resonant (large divisors) by the action of the Gauss map. Non-resonant modes are
less relevant to the differentiability of the conjugacy, and in fact can be fully eliminated
by a non-linear isotopic to the identity coordinate transformation. Those are the main
steps for the construction of a renormalization operator acting on the space of vector
fields of the form (1.2).

Theorem 1.3 is proved by showing that there is a parameter a for each vector field X
close to Y such that the orbit ofX+(0, a·) under renormalization is attracted to the orbit
of Y . In contrast with previous results of KAM-type in the context of quasi-periodic
skew-products, we have managed to improve the condition on the allowed frequencies
using the renormalization method, namely generalizing the diophantines to the Brjuno
numbers (see section 2.12). A large amount of available KAM-derived results can be
improved in this way (e.g. [27]). It should be mentioned here the works of Rüssmann (cf.
e.g. [28]) among others, where the Brjuno condition is obtained using KAM methods
for systems other than skew-products.

Other renormalization ideas have been used in the context of the stability of invariant
tori for nearly integrable Hamiltonian systems [3, 9, 11] and the Melnikov problem for
PDE’s [4]. They can be viewed as an iterative resummation of the Lindstedt series
inspired by quantum field theory and an analogy with KAM theory [8, 10] (recent
versions have found the Brjuno conditon for the standard map [1]). Their approach is
different from our present method which is essentially dynamical in the sense that it
is a dynamical system on the space of vector fields. The action on this space given by
the Gauss map, is responsible for the change of scale. The condition on the frequency
is hence due to the arithmetic properties of the frequency itself, and not by dealing
directly with small divisors. The dynamical renormalization scheme has proved to be a
natural and powerful tool in the study of quasi-periodic and small divisor problems of
various kind as for instance [14, 15, 22, 24, 29, 30].

1.3. Outline of the paper. In section 2 we present the construction of the renormal-
ization method using the continued fractions algorithm. It includes the convergence of
the renormalization scheme to a trivial limit set, which in turn implies the existence
of the analytic (fibered) conjugacy to a constant system (section 3), i.e. reducibility.
In the last part, section 4, we proof one step of the renormalization procedure, namely
the elimination of non-resonant modes (avoiding problems related to small-divisors),
by means of a homotopy method. Finally, in appendix A we briefly describe a way to
adapt the renormalization operator in order to have trivial fixed points, which we show
to be hyperbolic.

2. Renormalization of skew-product flows

2.1. Definitions. As the tangent bundle of the 2-torus is trivial, TT2 ' T2 × R2, we
identify the set of vector fields on T2 with the set of functions from T2 to R2, that can
be regarded as maps of R2 by lifting to the universal cover. We will make use of the
analyticity to extend to the complex domain, so we will deal with complex analytic
functions.

We will be using maps between Banach spaces over C with a notion of analyticity
stated as follows (cf. e.g. [13]): a map F defined on a domain is analytic if it is locally
bounded and Gâteaux differentiable. If it is analytic on a domain, it is continuous
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and Fréchet differentiable. Moreover, we have a convergence theorem which is going to
be used later on. Let {Fk} be a sequence of functions analytic and uniformly locally
bounded on a domain D. If limk→+∞ Fk = F on D, then F is analytic on D.

In the following A ¿ B stands for the existence of a constant C > 0 such that
A ≤ CB.

2.2. Spaces of analytic skew-products. Let r > 0 and consider the domain

Dr = {x ∈ C2 : ‖ Im x‖ < r/2π} (2.1)

for the norm ‖z‖ =
∑

i |zi| on C2. Take a real-analytic map

F : Dr → SL(2,C),

Z2-periodic, on the form of the Fourier series

F (x) =
∑

k∈Z2

Fke2πik·x (2.2)

with Fk ∈ SL(2,C). The Banach spaces Ar and A′
r are the subspaces such that the

respective norms

‖F‖r =
∑

k∈Zd

‖Fk‖ er‖k‖, (2.3)

‖F‖′r =
∑

k∈Zd

(1 + 2π‖k‖) ‖Fk‖ er‖k‖ (2.4)

are finite. Here and in the following we use the matrix norm ‖A‖ = maxj

∑
i |Ai,j| for

any square matrix A with entries Ai,j.
Similarly, define the space ar of real-analytic functions Dr → sl(2,C), Z2-periodic

and on the form of Fourier series, having the same type of bounded norm as (2.3). We
are interested in vector fields that can be written as

X(x,y) = (ω, f(x) y), (x,y) ∈ Dr × SL(2,C). (2.5)

The space of such vector fields is denoted by Vr whenever f is in ar. The norm on this
space is defined to be

‖X‖r = ‖ω‖+ ‖f‖r. (2.6)

2.3. Continued fractions. Consider an irrational number 0 < α = α0 < 1 written in
its continued fractions expansion:

α = [a1, a2, . . . ] =
1

a1 +
1

a2 + . . .

, (2.7)

an ∈ N. Its iterates under the Gauss map are αn = {α−1
n−1} = [an+1, . . . ], n ∈ N, that is

αn =
1

an+1 + αn+1

. (2.8)

Let βn =
∏n

i=0 αn, n ∈ N ∪ {0}. It is a well-known fact (cf. [12]) that

αnαn+1 ≤ γ2 and βn ≤ γn, (2.9)

where γ = (
√

5− 1)/2 is the golden mean.
Consider the transfer matrices in GL(2,Z):

T (n) =

[−an 1
1 0

]
. (2.10)
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In addition, define P (0) = I and

P (n) = T (n) . . . T (1) =

[
pn−1 pn

qn−1 qn

]−1

, n ∈ N. (2.11)

As in [12], this gives the rational approximants pn/qn = [a1, . . . , an] ∈ Q with

pn − αqn = (−1)nβn and
1

2qn+1

≤ βn ≤ 1

qn+1

. (2.12)

Hence,
1

2βn−1

≤ ‖P (n)‖ ≤ 3

βn−1

. (2.13)

Finally, define the sequences of vectors in R2:

ω(n) = α−1
n−1T

(n)ω(n−1) = (αn, 1)

Ω(n) = −α−1
n−1

>T (n)−1
Ω(n−1) = (1,−αn).

(2.14)

2.4. Constant modes. Denote the constant Fourier modes of some f in ar as Ef ∈
sl(2,R). We will use the same notation for the corresponding projection in Vr, i.e.

EX(y) = (ω,Ef y). (2.15)

In the following we will be studying vector fields depending on a parameter λ in
sl(2,C). Take the open ball

Pµ = {λ ∈ sl(2,C) : ‖λ‖ < µ} (2.16)

for a given radius µ > 0.
Given u ∈ sl(2,R) with imaginary eigenvalues, there is a unique ρ > 0 such that

u = 2πρM

(
0 1
−1 0

)
M−1

for some real matrix M with positive determinant. Define the sequences of matrices in
sl(2,R) and corresponding eigenvalues:

u(n) = α−1
n−1u

(n−1), ρn = α−1
n−1ρn−1, (2.17)

with u(0) = u and ρ0 = ρ. We will be using the following vector field depending on the
parameter λ:

Y
(n)
λ (y) = (ω(n), (u(n) + λ) y). (2.18)

2.5. Change of basis and time rescaling. The fundamental step of the renormaliza-
tion is a linear coordinate change of the domain of definition of our vector fields. This
is done by a linear transformation derived from the continued fraction expansion of ω.
In addition, we perform a linear change of time.

Let rn−1, µn−1 > 0 and for each λ ∈ Pµn−1 consider the vector field Xλ in Vrn−1 given
by

Xλ(x,y) = Y
(n−1)
λ (y) + (0, f

(n−1)
λ (x) y), n ∈ N. (2.19)

Also, f
(n−1)
λ ∈ arn−1 for each λ, and the dependence on the parameter is real-analytic.

We are interested in the following linear coordinate and time changes:

Ln(x,y) = (T (n)x,y), t 7→ α−1
n−1t. (2.20)

The corresponding transformation of the vector field for the new coordinates is α−1
n−1L

∗
n

so that
α−1

n−1L
∗
n(Xλ)(x,y) = Y

(n)

α−1
n−1λ

+ (0, α−1
n−1f

(n−1)
λ (T (n)−1

x) y). (2.21)
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2.6. Reparametrisation. We use a change of the parameter λ in order to cancel the
perturbation on the constant mode.

Consider the parameter transformation

Λn(λ) = α−1
n−1(λ+ Ef (n−1)

λ ). (2.22)

Write

Sn−1(f
(n−1)
λ ) = sup

λ∈Pµn−1

‖Ef (n−1)
λ ‖ (2.23)

and denote by ∆n−1 the subset in ar−1 whose elements f satisfy Sn−1(f) < µn−1

4
.

Proposition 2.1. If

0 < µn ≤ µn−1

4αn−1

, (2.24)

then there exists an analytic map f 7→ Λ−1
n from ∆n−1 into Diff(Pµn ,Pµn−1). If X is

real-analytic, then Λ−1
n is also real-analytic.

Proof. We have (by the Cauchy estimate)

sup
Pµn−1/2

‖DEfλ‖ ≤ 2Sn−1

µn−1

≤ 1

2
. (2.25)

So, λ 7→ F (λ) = λ+ Efλ is a diffeomorphism on Pµn−1/2.
Now, if µ < µn−1/2−Sn−1, we have F−1(Pµ) ⊂ Pµn−1/2. Fix an arbitrary ζ ∈ F−1(Pµ)

and z = F (ζ) ∈ Pµ. By the mean value theorem there is ξ ∈ Prn−1/2 such that
F−1(z) = DF (ξ)−1 (z − F (0)).

Therefore, Λ−1
n = F−1(αn−1·) is a diffeomorphism on Pµn by choosing µ ≥ µnαn−1.

In addition, f 7→ Λ−1
n is analytic from its dependence on Ef . When restricted to a real

domain for a real-analytic Ef , Λ−1
n is also real-analytic.

Finally, writing z = αn−1y where y ∈ Pµn , we get

‖Λn(X)−1(y)‖ ≤ 1

1− supPrn−1/2
‖DEf‖‖z − Ef0‖

≤ 2(µnαn−1 + Sn−1).

(2.26)

¤
Define the operator Ln including the transformation in section 2.5 and the above

reparametrisation, given by

Ln(Xλ)(x,y) = α−1
n−1L

∗
n(Xλ)(x,y)

= Y
(n)
Λn(λ)(y) + (0, α−1

n−1(I− E)f
(n−1)
λ (T (n)−1

x) y),
(2.27)

for every (x,y) ∈ T (n)Drn−1 × SL(2,C) and λ ∈ Pµn−1 .

2.7. Resonant cone.

2.7.1. Definition. Given σn > 0, n ∈ N∪{0}, we define the resonant modes with respect
to ω(n) to be the ones whose indices are in the cone

I+
n =

{
k ∈ Z2 : |ω(n) · k| ≤ σn‖k‖

}
. (2.28)

Similarly, the non-resonant modes correspond to I−n = Z2−I+
n . It is also useful to define

the projections I+n and I−n on the above spaces by restricting the Fourier modes to I+
n

and I−n , respectively. The identity operator is I = I+n + I−n .
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2.7.2. Hyperbolicity of the transfer matrices. Let

An = σn‖T (n+1)−1‖+ αn
‖Ω(n+1)‖
‖Ω(n)‖ . (2.29)

Lemma 2.1. For all k ∈ I+
n−1 and n ∈ N, we have

‖ >T (n)−1
k‖ ≤ An−1‖k‖. (2.30)

Proof. We write k = k1 + k2, where

k1 =
k · ω(n−1)

ω(n−1) · ω(n−1)
ω(n−1), k2 ∈ RΩ(n−1). (2.31)

Firstly,

‖ >T (n)−1
k1‖ =

‖ >T (n)−1
ω(n−1)‖

|ω(n−1) · ω(n−1)| |k · ω
(n−1)| ≤ σn−1‖T (n)−1‖ ‖k‖ (2.32)

since k ∈ I+
n−1 and

‖ >T (n)−1
ω(n−1)‖

|ω(n−1) · ω(n−1)| =
1 + αn−1 + an

(1 + α2
n−1)‖T (n)−1‖‖T

(n)−1‖ ≤ ‖T (n)−1‖. (2.33)

Secondly, using

‖ >T (n)−1
k2‖ = αn−1

‖Ω(n)‖
‖Ω(n−1)‖‖k2‖, (2.34)

we get (2.30). ¤

2.8. Estimate on the non-constant resonant modes. Consider the parameter λ
to be fixed. For this reason, in this section we drop it from our notations.

Proposition 2.2. If

0 < r′n ≤
rn−1

An−1

, (2.35)

then Ln as a map from (I+n−1−E)Vrn−1 into (I−E)Vr′n is continuous with norm estimated
from above by α−1

n−1.

Proof. Let f ∈ (I+n−1 − E)arn−1 . Then,

‖f ◦ T (n)−1‖r′n =
∑

k∈I+
n−1−{0}

‖fk‖er′n‖>T (n)−1
k‖ ≤ ‖f‖rn−1 ,

where we have used (2.30). Finally, writing X = (0, f ·), we get

‖Ln(X)‖r′n ≤ α−1
n−1‖f ◦ T (n)−1‖r′n .

¤

2.9. Analyticity strip cut-off. Take the inclusion In : Vr′n → Vrn by restricting X ∈
Vr′n to the smaller domain Drn , where 0 < rn ≤ r′n. It is simple to show that, when
restricted to non-constant modes, its norm is estimated in the following way.

Proposition 2.3. If φn > 1 and 0 < rn ≤ r′n − log(φn), then ‖In(I− E)‖ ≤ φ−1
n .
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2.10. Elimination of non-resonant modes. The theorem below (to be proven in
Section 4.1) states the existence of a nonlinear change of coordinates isotopic to the
identity that cancels the I−n modes of any X as in (2.5). We are eliminating only the
far from resonance modes, this way avoiding the complications usually related to small
divisors.

For given ε > 0, denote by Vε the open ball in Vrn with radius ε and centred at Y
(n)
λ .

In addition, let

Kn =
4

2π
max

(
2(1 + 2π),

8πρn + σn

minν∈Z2−{0},‖ν‖≤4ρn/σn |2ρn − ν · ω(n)|
)
, (2.36)

εn =
σ2

n

672K2
n

1

‖ω(n)‖+ ‖u(n)‖ . (2.37)

Theorem 2.4. If Xλ ∈ Vεn/2 and λ ∈ Pεn/2, there is an isotopic to the identity diffeo-
morphism

ψ : Drn × SL(2,C) → Drn × SL(2,C)

(x,y) 7→ (x, U(x) y),
(2.38)

with U ∈ A′
rn

satisfying I−nψ∗Xλ = 0. This defines the maps Un : Vεn/2 → A′
rn

, Xλ 7→ U
and Un : Vεn/2 → I+nVrn, Xλ 7→ ψ∗Xλ which are analytic and verify the inequalities

‖Un(Xλ)− I‖′rn
≤6Kn

σn

‖I−nXλ‖rn

‖Un(Xλ)− EXλ‖rn ≤2‖(I− E)Xλ‖rn ,
(2.39)

where I is the identity matrix. Moreover, Un(Xλ) : R2 → SL(2,R).

Lemma 2.5. If u is (C, τ)-diophantine with respect to ω, then for ν ∈ Z2 such that
‖ν‖ ≤ 4ρn/σn,

|2ρn − ν · ω(n)| ≥ Cστ
nβ

2τ−1
n−1

2(12ρ)τ
. (2.40)

Proof. Using the fact that u is diophantine with respect to ω in accordance with (1.7),
we get

min
0<‖ν‖≤4ρn/σn

|2ρn − ν · ω(n)| = β−1
n−1 min

0<‖ν‖≤4ρn/σn

|2ρ− >P (n)ν · ω|

≥ Cστ
n

4τρτ
nβn−1‖ >P (n)‖τ

.
(2.41)

Using (2.17) and the estimate for ‖ >P (n)‖ obtained in section 2.3, we complete the
proof. ¤
2.11. Renormalization scheme. The nth step renormalization operator is

Rn = Un ◦ In ◦ Ln ◦ Rn−1, (2.42)

and
R0(Xλ) = U0(XΛ0(λ)), (2.43)

where Λ0(λ) = λ+ Efλ and the resonance cones are given by the choice

σn =
αnβn‖Ω(n+1)‖

‖T (n+1)−1‖ ‖Ω(n)‖ . (2.44)

Notice that Rn(Yλ) = Y
(n)
Λn···Λ0(λ). In case a vector field X is real-analytic, the same is

true for Rn(X).



BRJUNO SKEW-SYSTEMS 9

For a given non-zero vector ω = (α, 1) and u ∈ sl(2,R) diophantine with respect to
ω with exponent τ , we define the sequence of analyticity radii

rn =
1

Bn−1

[
r0 −

n−1∑
i=0

Bi log(φi+1)

]
(2.45)

where

φn = 2
Θn−1

αn−1Θn

, Θn = β6τ+8
n (2.46)

and Bn =
∏n

i=0Ai.

Remark 2.6. Replacing (2.44) inside (2.29) we get

An = αn(1 + βn)‖Ω(n+1)‖ ‖Ω(n)‖−1. (2.47)

So, there is a constant c > 0 (independent of n) satisfying

1

2
≤ Bn

βn

≤ 2
n∏

i=0

(1 + βi) ≤ c. (2.48)

2.12. Brjuno frequencies. An irrational number α is a Brjuno number if

∑
n≥1

log(qn+1)

qn
< +∞. (2.49)

The set of all Brjuno numbers is denoted by BC (see [23] for a profound study of these
numbers).

Lemma 2.7. α ∈ BC iff

B(α) :=
∑
n≥0

Bn log(φn+1) < +∞. (2.50)

Proof. Using (2.12) we get

Bn−1 log

(
1

βn

)
¿ log(qn+1)

qn
¿ Bn−1 log

(
1

βn

)
. (2.51)

So, α ∈ BC iff
∑

n≥0Bn log
(
β−1

n+1

)
< +∞. From (2.45) and the fact that the series∑

βn,
∑
βn log(1/αn) and

∑
βn log(1/βn) always converge for any irrational α, it is

simple to check that
∑
n≥0

Bn log
(
β−1

n+1

) ¿
∑
n≥0

Bn log
(
φ−1

n+1

) ¿
∑
n≥0

Bn log
(
β−1

n+1

)
. (2.52)

This proves the assertion. ¤

2.13. Trivial limit of renormalization. The convergence of the renormalization scheme
now follows directly from our construction.

Theorem 2.8. If α ∈ BC, r > B(α) and u is (C, τ)-diophantine with respect to
ω = (α, 1), there exist K,µ > 0, an open ball ∆ ⊂ ar centred at the origin, and an
analytic map from ∆ to Pµ ∩ sl(2,R) given by f 7→ a, such that, for all n ∈ N ∪ {0}:

(1) there exist c1, c2 > 0 such that c1 ≤ rnβn−1 ≤ c2;
(2) Xλ = Yλ + (0, f), with f ∈ ∆ and λ ∈ Pµ, is inside the domain of Rn and

‖Rn(Xa)−Rn(Ya)‖rn ≤ KΘn‖Xa − Ya‖r.
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Proof. Let r0 = r > B(α). By (2.45), (2.48) and Lemma 2.7 we have 1 ¿ rnβn−1 ¿ 1
for all n ∈ N. Thus (1).

Suppose ∆ has radius c > 0. If c ≤ ε0/2 and µ is such that λ0 = Λ0(λ) ∈ Pε0/2 for

λ ∈ Pµ, we can use Theorem 2.4 to obtain X
(0)
λ0
∈ I+0 Vr0 with

‖R0(Xλ)− Y
(0)
λ0
‖r0 ≤ 2‖Xλ0 − Yλ0‖r.

By choosing K = 2Θ−1
0 , we get

‖R0(Xλ)− Y
(0)
λ0
‖r0 ≤ KΘ0‖Xλ − Yλ‖r.

For n ∈ N let µn = µΘn. Assume that λn−1 = Λn−1 . . .Λ0(λ) ∈ Pµn−1 , and suppose
that Rn−1(Xλ) is in I+n−1Vrn−1 satisfying

‖Rn−1(Xλ)− Y
(n−1)
λn−1

‖rn−1 ≤ KΘn−1‖Xλ − Yλ‖r.

As the hypothesis yields (2.24) and Sn−1 < KcΘn−1 < µn−1/4 for c < µ/(4K), Propo-
sition 2.1 is valid and together with Propositions 2.2 and 2.3, they can be used to
estimate:

‖In ◦ Ln ◦ Rn−1(Xλ)− Y
(n)
λn
‖rn ≤ α−1

n−1φ
−1
n KΘn−1‖Xλ − Yλ‖r

=
1

2
KΘn‖Xλ − Yλ‖r,

(2.53)

where we restrict λ such that λn = Λn(λn−1) ∈ Pµn . This vector field is inside the
domain of Un, because 1

2
cKΘn ≤ εn and µn ≤ εn/2 for small enough c and µ, as

required in Theorem 2.4. This follows from εn À β
6(τ+1)
n ≥ Θn by Lemma 2.5.

We then use (2.39) to obtain the estimate

‖Rn(Xλ)− Y
(n)
λn
‖rn ≤ KΘn‖Xλ − Yλ‖r. (2.54)

Now, we want to show that the following limit exists,

a = lim
m→+∞

Λ−1
0 · · ·Λ−1

m (0). (2.55)

From Proposition 2.1,
Λ−1

n (·) = (Id +gn)(αn−1·) (2.56)

is a map from Pµn into Pµn−1 , where gn, defined on Pµn−1/4, is given by

gn = (Id +F )−1 − Id, F : λ 7→ Ef (n−1)
λ , (2.57)

and gn(Pµn−1/4) is contained in a fixed set. By induction,

Λ−1
0 . . .Λ−1

n (0) = g0(ξ0) +
n∑

i=1

βi−1gi(ξi), (2.58)

for some ξk ∈ Pµk−1/4. Thus, there exists in sl(2,C)

a = g0(ξ0) +
+∞∑
i=1

βi−1gi(ξi), (2.59)

unless X is real which clearly gives a ∈ sl(2,R). The map X 7→ a is analytic since the
convergence is uniform.

To complete the proof of (2), we now restrict to the case λ = a. From Proposition
2.1, for each f ∈ ∆, we have the nested sequence Λ−1

n (Pµn) ⊂ Pµn−1 . So, as 0 ∈ ∩i∈NPµi
,

there exist
Λn . . .Λ0(a) = lim

m→+∞
Λ−1

n+1 . . .Λ
−1
m (0) ∈ Pµn . (2.60)
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¤
Remark 2.9. The above can be generalized for a small analyticity radius r by consider-

ing a sufficiently large N and applying the above theorem to X̃ = UNLN . . .U1L1U0(X),
where X is close enough to Y . We recover the large strip case since rN is of the order
of β−1

N−1. Notice that rN is obtained by just applying (2.35) N times, because we are
not cutting-off the analyticity strip. It remains to check that rN > B(αN). This follows
from B(αN) = B−1

N−1[B(α) − BN(α)] where BN(α) is the sum of the first N terms in
B(α) and BN(α) → B(α) as N gets large.

3. Analytic (fibered) conjugacy

Theorem 2.8 allows us to construct an analytic conjugacy of the type (1.3) between
the flows generated by Xa and Y0, and to prove Theorem 1.3.

By taking f ∈ ∆ (by convenience of notations we shall write equivalently Xa =
Ya + (0, f) ∈ ∆) we have Rn(Xa) ∈ I+nVrn and

Rn(Xa) = β−1
n−1(ψ0 ◦ L1 ◦ ψ1 · · ·Ln ◦ ψn)∗(Xa)

= β−1
n−1χ

∗
n(Xa),

(3.1)

where

χn(x,y) = (P (n)x, U0(T
(1)−1 · · ·T (n)−1

x) · · ·Un−1(T
(n)−1

x)Un(x) y)

= (P (n)x, U0(P
(0)P (n)−1

x) · · ·Un−1(P
(n−1)P (n)−1

x)Un(x) y),
(3.2)

and
ψk(x,y) = ψ(IkLkRk−1(Xa))(x,y) = (x, Uk(x) y) (3.3)

is the map in Theorem 2.4 at the kth step. Notice that if Rn(Xa) = Y
(n)
an for n ∈ N and

an = Λn · · ·Λ0(a), (3.4)

Xa is analytically reducible to Y0. It remains to study the case Rn(Xa)− Y
(n)
an → 0.

Given X ∈ ∆, define the isotopic to the identity diffeomorphism

Wn(X)(x) = Un(P (n)x), x ∈ P (n)−1Drn . (3.5)

If X is real-analytic, then Wn(X) ∈ Cω(R2, SL(2,R)), since this property holds for Un.
We also have Wn(Yλ) = I.

Take a sequence Rn > 0 such that Rn‖P (n)‖ ≤ rn and

R ≤ Rn ≤ Rn−1 (3.6)

for some constant R > 0.

Lemma 3.1. For all n ∈ N ∪ {0}, Wn : ∆ → ARn is analytic and satisfies

‖Wn(Xa)− I‖Rn ≤ cΘ1/2
n ‖Xa − Ya‖r, X ∈ ∆, (3.7)

with some constants c > 0.

Proof. For Xa ∈ ∆, in view of (2.39), we get

‖Wn(Xa)− I‖Rn = ‖Un ◦ P (n) − I‖Rn

≤ 6Kn

σn

‖InLnRn−1(Xa)− Y (n)
an
‖rn

¿ β
1/2
n−1

ε
1/2
n

Θn‖Xa − Ya‖r ¿ Θ1/2
n ‖Xa − Ya‖r.

(3.8)
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We can bound the above by (3.7). From the properties of Un, Wn is analytic. ¤

Consider the analytic map Hn : ∆ → ARn defined by

Hn(X) = W0(X) . . .Wn(X). (3.9)

Lemma 3.2. There exists c > 0 such that for Xa ∈ ∆ and n ∈ N,

‖Hn(Xa)−Hn−1(Xa)‖Rn ≤ cΘ1/2
n ‖Xa − Ya‖r. (3.10)

Proof. We have

Hn(Xa)−Hn−1(Xa) = W1(Xa) . . .Wn−1(Xa)[Wn(Xa)− I]. (3.11)

Hence,

‖Hn(Xa)−Hn−1(Xa)‖Rn ≤ ‖W1(Xa)‖R1 . . . ‖Wn−1(Xa)‖Rn−1‖Wn(Xa)− I‖Rn

≤ ‖Wn(Xa)− I‖Rn

n−1∏
i=1

(1 + ‖Wi(Xa)− I‖Ri
)

¿ Θ1/2
n ‖Xa − Ya‖r,

(3.12)

where we have used Lemma 3.1. ¤

Lemma 3.3. There exists an analytic map H : ∆ → AR such that for Xa ∈ ∆,

H(Xa) = lim
n→+∞

Hn(Xa)

and

‖H(X)− I‖R ≤ c‖Xa − Ya‖r, (3.13)

for some c > 0. If X ∈ ∆ is real-analytic, then H(X) ∈ Cω(R2, SL(2,R)).

Proof. Lemma 3.2 implies the existence of the limit Hn(Xa) → H(Xa) as n→ +∞, for
eachXa ∈ ∆, in the spaceAR. Moreover, ‖H(Xa)−I‖R ≤ c‖Xa−Ya‖r. The convergence
of Hn is uniform in ∆ so H is analytic. The fact that, for real-analytic X, H(Xa) take
real values for real arguments, follows from the same property of Wn(Xa). ¤

Lemma 3.4. For every X ∈ ∆, ψ∗(Xa) = Y0 on DR × SL(2,C), where ψ : (x,y) 7→
(x, H(Xa)y).

Proof. For each n ∈ N the definition of Hn(Xa) and (3.1) imply that

Ĥn(Xa)
∗(Xa) = βn−1M

∗
n(Rn(Xa)), (3.14)

where Ĥn(Xa) : (x,y) 7→ (x, Hn(Xa)(x) y) and Mn : (x,y) 7→ (P (n)−1
x,y).

Since P (n)−1
ω(n) = β−1

n−1ω and u(n) = β−1
n−1u, the r.h.s. of (3.14) can be written as

(ω, u+ βn−1[an + f (n)
an
◦ P (n)]). (3.15)

Using the fact that

lim
n→+∞

sup
x∈DR

βn−1‖an + f (n)
an

(P (n)x)‖ = 0 (3.16)

and the convergence of Hn, we complete the proof. ¤
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4. Elimination of non-resonant modes

4.1. Homotopy method. As n and λ are fixed, in this section we will drop these
subscripts from our notations. Denote X = (ω, u+ λ+ f).

The coordinate transformation ψ will be determined by some U in

Bδ =
{
U ∈ I−A′

r : ‖U − I‖′r < δ
}
,

for

δ = 6Kε/σ < 1. (4.1)

Define the operator

F : Bδ → I−Ar

U 7→ I−(LωU · U−1 + AdU f).
(4.2)

If U is real-analytic, then F(U) is also real-analytic. The derivative of F at U is the
linear map from I−A′

r to I−Ar (we use the same notations both for the base and tangent
spaces) given by

DF(U)H = I−(LωH − LωU · U−1H − AdU f ·H +Hf)U−1. (4.3)

We want to find a solution of

F(Ut) = (1− t)F(U0), (4.4)

with 0 ≤ t ≤ 1 and initial condition U0 = I. Differentiating the above equation with
respect to t, we get

DF(Ut)
dUt

dt
= −F(I). (4.5)

Proposition 4.1. There is δ > 0 such that if U ∈ Bδ, then DF(U)−1 is a bounded
linear operator from I−Ar to I−A′

r and

‖DF(U)−1‖ < δ/ε.

From the above proposition (to be proved in Section 4.2) we integrate (4.5) with
respect to t, obtaining the integral equation:

Ut = I −
∫ t

0

DF(Us)
−1F(I) ds. (4.6)

In order to check that Ut ∈ Bδ for any 0 ≤ t ≤ 1, we estimate its norm:

‖Ut − I‖′r ≤ t sup
v∈Bδ

‖DF(v)−1F(I)‖′r
≤ t sup

v∈Bδ

‖DF(v)−1‖ ‖I−f‖r < tδ‖I−f‖r/ε,
(4.7)

so, ‖Ut − I‖′r < δ. Therefore, the solution of (4.4) exists in Bδ and is given by (4.6).
Moreover, if X is real-analytic, then Ut takes real values for real arguments.

In view of

I+(AdU f − u− λ) = I+
[
(U − I)f(U−1 − I) + (U − I)f̃ + f̃(U−1 − I) + f̃

]
, (4.8)
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where f̃ = f − u− λ, we get

‖U∗t X − EX‖r ≤‖I+Lω(U − I) · (U−1 − I)‖r + ‖I+(AdU f − u− λ)‖r + (1− t)‖I−f‖r

≤2‖ω‖ ‖U‖r ‖U − I‖r‖U − I‖′r + 2‖U‖ (‖u‖+ ‖λ‖+ ‖f̃‖)‖U − I‖2
r

+ ‖f̃‖r(1 + 2‖U‖r)‖U − I‖r + ‖f̃‖r + (1− t)‖I−f‖r

≤(3− t)‖f̃‖r.
(4.9)

The result corresponds to the case t = 1.

4.2. Proof of Proposition 4.1.

Lemma 4.2. If g = λ+ (I− E)f , we have that DF(I)−1 : I−Ar → I−A′
r is continuous

and

‖DF(I)−1‖ < 1

σ/K − 2‖g‖r

. (4.10)

Proof. From (4.3) one has

DF(I)H = I−(Lω + adf )H

=
[
I+ I− adg (Lω + adu)

−1
]
(Lω + adu)H,

(4.11)

where adbA = Ab− bA. Thus, the inverse of this operator, if it exists, is given by

DF(I)−1 = (Lω + adu)
−1

[
I+ I− adg (Lω + adu)

−1
]−1

. (4.12)

By looking at the spectral properties of the operator (2πik · ωI + adu), with the
spectrum of adu being {0,±4πiρ}, it is possible to write

(Lω + adu)H(x) =
∑

k∈I−
SΛkS

−1Hke2πik·x (4.13)

where
Λk = (2πi) diag(k · ω,k · ω,k · ω + 2ρ,k · ω − 2ρ) (4.14)

and

S =




0 1 −1 −1
1 0 i −i
−1 0 i −i
0 1 1 1


 . (4.15)

So, we have the linear map from I−Ar to I−A′
r,

(Lω + adu)
−1 F (x) =

∑

k∈I−
SΛ−1

k S−1Fke2πik·x. (4.16)

If k ∈ I− and ‖k‖ > 4ρ/σ, by (2.28)

|k · ω ± 2ρ|
‖k‖ ≥ |k · ω| − 2ρ

‖k‖ >
σ

2
. (4.17)

The number of remaining modes k ∈ I− is finite.
The above inequalities and (2.28) imply that

‖(Lω + adu)
−1 F‖′r ≤

4

2π

∑

k∈I−
max

(
1 + 2π‖k‖
|k · ω| ,

1 + 2π‖k‖
|k · ω ± 2ρ|

)
‖Fk‖er‖k‖

<
K

σ
‖F‖r.

(4.18)
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Hence, ‖(Lω + adu)
−1‖ < K/σ. It is possible to bound from above the norm of adg by

2‖g‖r. Therefore,

‖I− adg (Lω + adu)
−1‖ < 2K

σ
‖g‖r < 1,

and ∥∥∥
[
I+ I− adg (Lω + adu)

−1
]−1

∥∥∥ < 1

1− 2K
σ
‖g‖r

.

The statement of the lemma is now immediate. ¤

As r is constant, in the following we drop it from our notations.

Lemma 4.3. Given U ∈ Bδ, the linear operator DF(U) −DF(I) mapping I−A′
r into

I−Ar, is bounded and

‖DF(U)−DF(I)‖ < 2‖U‖ [‖ω‖(1 + 2‖U‖) + 2‖f‖(1 + ‖U‖+ ‖U‖2)
] ‖U−I‖. (4.19)

Proof. In view of (4.3), we have

[DF(U)−DF(I)] H =I−LωH · (U−1 − I)− LωU · U−1HU−1

+Hf(U−1 − I) + fH − AdU f ·HU−1.
(4.20)

It is possible to estimate the norms of the above terms by

‖LωH · (U−1 − I)‖ ≤ ‖ω‖ ‖U−1 − I‖‖H‖′,
‖LωU · U−1HU−1‖ ≤ ‖ω‖ ‖U−1‖2‖U − I‖′‖H‖,
‖Hf(U−1 − I)‖ ≤ ‖f‖‖U−1 − I‖‖H‖,

‖fH − AdU f ·HU−1‖ = ‖fH(U−1 − I) + f(U−1 − I)HU−1 + (U−1 − I)fU−1HU−1‖
≤ ‖f‖ (1 + ‖U−1‖+ ‖U−1‖2)‖U−1 − I‖‖H‖.

(4.21)

Finally, notice that ‖U−1 − I‖ ≤ ‖U−1‖ ‖U − I‖ ≤ 2‖U‖ ‖U − I‖. ¤

Proposition 4.1 now follows from ‖U‖ < 1 + δ and

‖DF(U)−1‖ ≤ (‖DF(I)−1‖−1 − ‖DF(U)−DF(I)‖)−1

<
{
σ/K − ε− 2δ‖U‖ [‖ω‖(1 + 2‖U‖) + 2‖f‖(1 + ‖U‖+ ‖U‖2)

]}−1

< {σ/K − ε− 56 δ(‖ω‖+ ‖f‖)}−1 .
(4.22)

Therefore, for δ and ε as in (4.1) and (2.37), respectively,

‖DF(U)−1‖ < δ

ε
. (4.23)

Appendix A. Trivial fixed points of renormalization

Here we shall describe an adaptation of the renormalization scheme in order to obtain
trivial (integrable) fixed points. That is, we want to find a way to renormalize certain
vector fields in such a way as to get the same vector field.
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A.1. Constant vector fields. We will be interested in dealing with vector fields in Vr

close to

Y (x,y) = (ω, u y), (A.1)

where

u = 2πρ

[
0 1
−1 0

]
(A.2)

and ω = (α, 1) with a quadratic irrational number α, i.e. a solution of a quadratic
equation over Q. In this case there is a matrix T ∈ SL(2,Z) and λ 6= 0 such that
Tω = λω.

A.2. Change of basis and time rescaling. By performing the coordinate and time
transformations x 7→ Tx and t 7→ λ−1t, we obtain the vector field

L(Y )(x,y) = (ω, λ−1uy). (A.3)

The operator L is the same as in sections 2.5 and 2.8. It is compact because it can be
writen as the composition of a bounded map and an inclusion (into a smaller domain)
which is compact.

A.3. Resonant rotation. For a fixed m ∈ Z2 consider the map B : Dr → SO(2,C)
given by

B(x) =

[
cos(2πm · x) sin(2πm · x)
− sin(2πm · x) cos(2πm · x)

]
(A.4)

We can thus construct the diffeomorphism ψ(x,y) = (x, B(x) y) and, by denoting the
operator B = ψ∗, it follows immediately from (1.4) that

B(Y )(x,y) =

(
ω, 2π(m · ω)

[
0 1
−1 0

]
y + AdB(x) u · y

)
. (A.5)

Notice that AdB(x) u = u. The derivative of B at Y is given by AdB.

A.4. Renormalization fixed points. We now construct a renormalization scheme
based on section 2.11, including in addition the above transformation. For each step we
take the same operator consisting of R = B ◦ U ◦ L, acting on the space of vector fields
whose first component is equal to a fixed ω. The domain of R includes all vector fields
whose image under L is inside the domain of U . In addition, we have DU(Y ) = I+.
Here we choose to have always the same resonant cone I+.

It is simple to check that

B ◦ L(Y )(x,y) =
(
ω, (ρ−1m · ω + λ−1) uy

)
. (A.6)

We remark that U = Id for these cases.
The fixed points of renormalization are determined by the non-zero ρ’s and quadratic

irrational α’s for which we can find integer solutions m to the equation

m · ω = ρ(1− λ−1). (A.7)

A simple example is given by α = (
√

5 − 1)/2 and ρ = 1. In this case, T = [ −1 1
1 0 ] and

λ = α. The solution of equation (A.7) is then m = (−1, 0).
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A.5. Hyperbolicity of fixed points. The operator R is differentiable in its domain
and its derivative at a trivial fixed point Y is compact and essentially given by h 7→
λ−1 AdB I+h◦T . The study of its spectrum shows us that the modulus of the eigenvalues
are zero and |λ|−1. The unstable directions correspond to perturbations to the constant
matrix u in sl(2,R).

This analysis is similar to the one appearing in [16] for the renormalization of Hamil-
tonian systems and in [19] for the case of non-singular flows on the torus. We should
then be able to prove the following result.

Theorem A.1. If ω has a quadratic irrational slope, then Y is a hyperbolic fixed point
of R with a local codimension-3 stable manifold and a local 3-dimensional unstable
manifold.

Remark A.2. The above can be easily generalized to higher dimensions d ≥ 2 by
considering vectors ω ∈ Rd of Koch type (for d = 2 they are precisely the quadratic
irrationals) – see [16]. Those are vectors for which we can find T ∈ SL(d,Z) and
0 < |λ1| < 1 < |λ2| ≤ · · · ≤ |λd| such that Tω = λ1ω and every λi is a simple
eigenvalue of T . The eigenvector λ1 would then take the role of λ. (Notice that with
respect to the notations in [16, 19], here we use the inverse matrix.)

Reducibility to Y can be proved for vector fields inside the stable manifold, following
the procedure of section 3.

Acknowledgements

I would like to thank R. Krikorian and G. del Magno for fruitful discussions. I also
would like to express my gratitude to the Centro de Análise Matemática Geometria e
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[27] J. Puig and C. Simó. Analytic families of reducible linear quasi-periodic differential equations.

Preprint University of Barcelona, 2003.
[28] H. Rüssmann. Stability of elliptic fixed points of analytic area-preserving mappings under the

Bruno condition. Ergodic Theory Dyn. Syst., 22(5):1551–1573, 2002.
[29] M. Rychlik. Renormalization of cocycles and linear ODE with almost-periodic coefficients. Invent.

Math., 110(1):173–206, 1992.
[30] J.-C. Yoccoz. Petits diviseurs en dimension 1 (Small divisors in dimension one). Astérisque, 231,
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