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#### Abstract

We develop a dynamical renormalization method for the problem of local reducibility of analytic linear quasi-periodic skew-product flows on $\mathbb{T}^{2} \times \operatorname{SL}(2, \mathbb{R})$. This approach is based on the continued fraction expansion of the linear base flow and deals with 'small-divisors' by turning them into 'large-divisors'. We use this method to give a new proof of a normal form theorem for a Brjuno base flow.


## 1. Introduction

1.1. Preliminaries. Consider the manifold $\mathbb{T}^{d} \times G$, where $\mathbb{T}^{d}=\mathbb{R}^{d} / \mathbb{Z}^{d}$ and $G$ is a Lie group with Lie algebra $\mathfrak{g}$. The transformation of an arbitrary vector field $X$ on $\mathbb{T}^{d} \times G$ by a diffeomorphism $\psi: \mathbb{T}^{d} \times G \rightarrow \mathbb{T}^{d} \times G$ is given by

$$
\begin{equation*}
\psi^{*} X=D \psi \circ \psi^{-1} \cdot X \circ \psi^{-1} \tag{1.1}
\end{equation*}
$$

Let $V^{\omega}$ be the set of real-analytic vector fields on this manifold of the form:

$$
\begin{equation*}
X(\boldsymbol{x}, \boldsymbol{y})=(\boldsymbol{\omega}, f(\boldsymbol{x}) \boldsymbol{y}), \quad(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{T}^{d} \times G \tag{1.2}
\end{equation*}
$$

where $\boldsymbol{\omega} \in \mathbb{R}^{d}-\{0\}$ and $f \in C^{\omega}\left(\mathbb{T}^{d}, \mathfrak{g}\right)$. Each element of $V^{\omega}$ generates a skew-product flow on $\mathbb{T}^{d} \times G$. That is, at the "base" $\mathbb{T}^{d}$ we have the linear flow $\boldsymbol{x} \mapsto \boldsymbol{x}+t \boldsymbol{\omega}, t \geq 0$, and on the "fiber" $G$ the flow obtained by solving $\boldsymbol{y}=f(\boldsymbol{x}+t \boldsymbol{\omega}) \boldsymbol{y}$.

As we want to preserve the space $V^{\omega}$ under real-analytic coordinate changes, we restrict them to the set $D^{\omega}$, i.e. of the type

$$
\begin{equation*}
\psi(\boldsymbol{x}, \boldsymbol{y})=(T \boldsymbol{x}, F(\boldsymbol{x}) \boldsymbol{y}), \quad(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{T}^{d} \times G \tag{1.3}
\end{equation*}
$$

where $F \in C^{\omega}\left(\mathbb{T}^{d}, G\right)$ and $T \in \mathrm{SL}(d, \mathbb{Z})$ is a linear automorphism of the torus. A vector field $X \in V^{\omega}$ in the new coordinates is then given by the formula

$$
\begin{equation*}
\psi^{*} X(\boldsymbol{x}, \boldsymbol{y})=\left(T \omega, L_{\boldsymbol{\omega}} F\left(T^{-1} \boldsymbol{x}\right) \cdot F\left(T^{-1} \boldsymbol{x}\right)^{-1} \boldsymbol{y}+\operatorname{Ad}_{F\left(T^{-1} \boldsymbol{x}\right)} f\left(T^{-1} \boldsymbol{x}\right) \cdot \boldsymbol{y}\right), \tag{1.4}
\end{equation*}
$$

where

$$
\begin{equation*}
L_{\boldsymbol{\omega}}=\boldsymbol{\omega} \cdot D=\sum_{i} \omega_{i} \partial / \partial x_{i} \tag{1.5}
\end{equation*}
$$

and $\operatorname{Ad}_{A} b=A b A^{-1}$ with $A \in G$ and $b \in \mathfrak{g}$.
In some cases it is possible to find a diffeomorphism that simplifies $X$, in particular reducing it to a "constant" vector field. More precisely, we have the following definition.
Definition 1.1. $X \in V^{\omega}$ is $C^{\omega}$-conjugated to $Y \in V^{\omega}$ if there is $\psi \in D^{\omega}$ such that $\psi^{*} X=Y$. In case both vector fields have the same rationally independent base vector $\boldsymbol{\omega} \in \mathbb{R}^{d}-\{0\}$ (i.e. $\boldsymbol{\omega} \cdot \boldsymbol{k} \neq 0$ for all $\boldsymbol{k} \in \mathbb{Z}^{d}-\{0\}$ ) and

$$
\begin{equation*}
Y(\boldsymbol{x}, \boldsymbol{y})=(\boldsymbol{\omega}, u \boldsymbol{y}), \quad(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{T}^{d} \times G \tag{1.6}
\end{equation*}
$$

with $u \in \mathfrak{g}$, then $X$ is said to be $C^{\omega}$-reducible to $Y$.

Remark 1.1. Assuming the notation above, a more general definition is the following: $X$ is reducible to $Y$ if it is conjugated to a $Y$ constant along the orbits $\{\boldsymbol{x}+\boldsymbol{\omega} t\}_{t \geq 0}$ for each $\boldsymbol{x} \in \mathbb{T}^{d}$.

Remark 1.2. The definition of reducibility requires in several contexts (cf. [7]) the use of diffeomorphisms defined on a finite covering $(2 \mathbb{T})^{d} \times G$. In the present work we are able to restrict to the domain $\mathbb{T}^{d} \times G$.

In this paper we study the $d=2$ case and we choose $G=\operatorname{SL}(2, \mathbb{R})$ and $\mathfrak{g}=\mathfrak{s l}(2, \mathbb{R})$, corresponding to the non-compact Lie group of unimodular real $2 \times 2$ matrices and its respective Lie algebra of traceless matrices.

Definition 1.2. A matrix $u \in \mathfrak{s l}(2, \mathbb{R})$ with eigenvalues $\pm 2 \pi \mathrm{i} \rho, \rho>0$, is diophantine with respect to $\boldsymbol{\omega}$ if there exists $C, \tau>0$ such that

$$
\begin{equation*}
|2 \rho-\boldsymbol{k} \cdot \boldsymbol{\omega}|>\frac{C}{\|\boldsymbol{k}\|^{\tau}}, \quad \mathbb{Z}^{d}-\{0\} . \tag{1.7}
\end{equation*}
$$

1.2. Main result. Even if the goal of this paper is to develop a new method, we use it to restate a 'classical' normal form theorem in the spirit of the work by Dinaburg and Sinai [5]. We prove it (and indeed improve it for the present case) using a novel and considerably simpler approach coming from the renormalization of vector fields appearing in $[16,19,20,21]$.
Theorem 1.3. Let $\boldsymbol{\omega} \in \mathbb{R}^{2}$ with slope a Brjuno number and $Y$ given by (1.6) with $u$ diophantine with respect to $\boldsymbol{\omega}$. If $X \in V^{\omega}$ with base vector $\boldsymbol{\omega}$ is sufficiently close to $Y$, there is $a \in \mathfrak{s l}(2, \mathbb{R})$ such that the vector field given by

$$
X(\boldsymbol{x}, \boldsymbol{y})+(0, a \boldsymbol{y}), \quad(\boldsymbol{x}, \boldsymbol{y}) \in \mathbb{T}^{2} \times \mathrm{SL}(2, \mathbb{R}),
$$

is $C^{\omega}$-reducible to $Y$ through a conjugacy $\psi \in D^{\omega}$. Moreover, the map $X \mapsto(a, \psi)$ is analytic.

Remark 1.4. The above theorem can be used to improve the arithmetical condition on the base frequency of [5]'s main result, after performing the steps in chapter 4 of [17]. That is, by looking at the Whitney dependence on $u$ of the counter-term $a$ and the conjugacy, it can be shown the existence of a positive measure set of parameters (Energy) for which the one-dimensional quasi-periodic linear Schrödinger equation is reducible.

The results on reducibility can be seen as extensions of Floquet theory to quasiperiodic linear systems of differential equations. The well-known Floquet theorem states that linear differential equations with time periodic coefficients can always be reduced to constant coefficients systems using a time periodic coordinate transformation. The situation for quasi-periodic systems is more complicated as resonant phenomena appears due to the existence of small-divisors (see e.g. [26]). So, further conditions on the systems have to be imposed in order to achieve the same kind of result. Most of the work on the reducibility for the quasi-periodic systems has been done for the particular case of the quasi-periodic linear 1-dim Schrödinger equation (as is the case of [5]) in both the continuous and discrete-time frameworks. We remark that for $u$ hyperbolic, the reducibility of such systems is known since the 70's [2]. Other cases have also been studied, such as the fiber $G$ being a compact group [17, 18, 29].

Traditional KAM methods use a modified Newton method to construct a sequence of coordinate changes defined on shrinking domains that, in the limit, transforms the problem into the unperturbed case ( $[5,6,25]$ ). In the present paper we shall develop
a new method based on the use of the continued fraction expansion of the slope of the frequency vector $\boldsymbol{\omega}$. Its arithmetic properties are reflected on the way we deal with the resonant Fourier modes (corresponding to small divisors), as these can be made non-resonant (large divisors) by the action of the Gauss map. Non-resonant modes are less relevant to the differentiability of the conjugacy, and in fact can be fully eliminated by a non-linear isotopic to the identity coordinate transformation. Those are the main steps for the construction of a renormalization operator acting on the space of vector fields of the form (1.2).

Theorem 1.3 is proved by showing that there is a parameter $a$ for each vector field $X$ close to $Y$ such that the orbit of $X+(0, a \cdot)$ under renormalization is attracted to the orbit of $Y$. In contrast with previous results of KAM-type in the context of quasi-periodic skew-products, we have managed to improve the condition on the allowed frequencies using the renormalization method, namely generalizing the diophantines to the Brjuno numbers (see section 2.12). A large amount of available KAM-derived results can be improved in this way (e.g. [27]). It should be mentioned here the works of Rüssmann (cf. e.g. [28]) among others, where the Brjuno condition is obtained using KAM methods for systems other than skew-products.

Other renormalization ideas have been used in the context of the stability of invariant tori for nearly integrable Hamiltonian systems [3, 9, 11] and the Melnikov problem for PDE's [4]. They can be viewed as an iterative resummation of the Lindstedt series inspired by quantum field theory and an analogy with KAM theory [8, 10] (recent versions have found the Brjuno conditon for the standard map [1]). Their approach is different from our present method which is essentially dynamical in the sense that it is a dynamical system on the space of vector fields. The action on this space given by the Gauss map, is responsible for the change of scale. The condition on the frequency is hence due to the arithmetic properties of the frequency itself, and not by dealing directly with small divisors. The dynamical renormalization scheme has proved to be a natural and powerful tool in the study of quasi-periodic and small divisor problems of various kind as for instance [14, 15, 22, 24, 29, 30].
1.3. Outline of the paper. In section 2 we present the construction of the renormalization method using the continued fractions algorithm. It includes the convergence of the renormalization scheme to a trivial limit set, which in turn implies the existence of the analytic (fibered) conjugacy to a constant system (section 3), i.e. reducibility. In the last part, section 4 , we proof one step of the renormalization procedure, namely the elimination of non-resonant modes (avoiding problems related to small-divisors), by means of a homotopy method. Finally, in appendix A we briefly describe a way to adapt the renormalization operator in order to have trivial fixed points, which we show to be hyperbolic.

## 2. Renormalization of Skew-product flows

2.1. Definitions. As the tangent bundle of the 2-torus is trivial, $T \mathbb{T}^{2} \simeq \mathbb{T}^{2} \times \mathbb{R}^{2}$, we identify the set of vector fields on $\mathbb{T}^{2}$ with the set of functions from $\mathbb{T}^{2}$ to $\mathbb{R}^{2}$, that can be regarded as maps of $\mathbb{R}^{2}$ by lifting to the universal cover. We will make use of the analyticity to extend to the complex domain, so we will deal with complex analytic functions.

We will be using maps between Banach spaces over $\mathbb{C}$ with a notion of analyticity stated as follows (cf. e.g. [13]): a map $F$ defined on a domain is analytic if it is locally bounded and Gâteaux differentiable. If it is analytic on a domain, it is continuous
and Fréchet differentiable. Moreover, we have a convergence theorem which is going to be used later on. Let $\left\{F_{k}\right\}$ be a sequence of functions analytic and uniformly locally bounded on a domain $D$. If $\lim _{k \rightarrow+\infty} F_{k}=F$ on $D$, then $F$ is analytic on $D$.

In the following $A \ll B$ stands for the existence of a constant $C>0$ such that $A \leq C B$.
2.2. Spaces of analytic skew-products. Let $r>0$ and consider the domain

$$
\begin{equation*}
\mathcal{D}_{r}=\left\{\boldsymbol{x} \in \mathbb{C}^{2}:\|\operatorname{Im} \boldsymbol{x}\|<r / 2 \pi\right\} \tag{2.1}
\end{equation*}
$$

for the norm $\|\boldsymbol{z}\|=\sum_{i}\left|z_{i}\right|$ on $\mathbb{C}^{2}$. Take a real-analytic map

$$
F: \mathcal{D}_{r} \rightarrow \mathrm{SL}(2, \mathbb{C})
$$

$\mathbb{Z}^{2}$-periodic, on the form of the Fourier series

$$
\begin{equation*}
F(\boldsymbol{x})=\sum_{\boldsymbol{k} \in \mathbb{Z}^{2}} F_{\boldsymbol{k}} \mathrm{e}^{2 \pi \mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}} \tag{2.2}
\end{equation*}
$$

with $F_{\boldsymbol{k}} \in \mathrm{SL}(2, \mathbb{C})$. The Banach spaces $\mathcal{A}_{r}$ and $\mathcal{A}_{r}^{\prime}$ are the subspaces such that the respective norms

$$
\begin{align*}
\|F\|_{r} & =\sum_{\boldsymbol{k} \in \mathbb{Z}^{d}}\left\|F_{\boldsymbol{k}}\right\| \mathrm{e}^{r\|\boldsymbol{k}\|},  \tag{2.3}\\
\|F\|_{r}^{\prime} & =\sum_{\boldsymbol{k} \in \mathbb{Z}^{d}}(1+2 \pi\|\boldsymbol{k}\|)\left\|F_{\boldsymbol{k}}\right\| \mathrm{e}^{r\|\boldsymbol{k}\|} \tag{2.4}
\end{align*}
$$

are finite. Here and in the following we use the matrix norm $\|A\|=\max _{j} \sum_{i}\left|A_{i, j}\right|$ for any square matrix $A$ with entries $A_{i, j}$.

Similarly, define the space $\mathfrak{a}_{r}$ of real-analytic functions $\mathcal{D}_{r} \rightarrow \mathfrak{s l}(2, \mathbb{C}), \mathbb{Z}^{2}$-periodic and on the form of Fourier series, having the same type of bounded norm as (2.3). We are interested in vector fields that can be written as

$$
\begin{equation*}
X(\boldsymbol{x}, \boldsymbol{y})=(\boldsymbol{\omega}, f(\boldsymbol{x}) \boldsymbol{y}), \quad(\boldsymbol{x}, \boldsymbol{y}) \in \mathcal{D}_{r} \times \mathrm{SL}(2, \mathbb{C}) \tag{2.5}
\end{equation*}
$$

The space of such vector fields is denoted by $V_{r}$ whenever $f$ is in $\mathfrak{a}_{r}$. The norm on this space is defined to be

$$
\begin{equation*}
\|X\|_{r}=\|\boldsymbol{\omega}\|+\|f\|_{r} . \tag{2.6}
\end{equation*}
$$

2.3. Continued fractions. Consider an irrational number $0<\alpha=\alpha_{0}<1$ written in its continued fractions expansion:

$$
\begin{equation*}
\alpha=\left[a_{1}, a_{2}, \ldots\right]=\frac{1}{a_{1}+\frac{1}{a_{2}+\ldots}}, \tag{2.7}
\end{equation*}
$$

$a_{n} \in \mathbb{N}$. Its iterates under the Gauss map are $\alpha_{n}=\left\{\alpha_{n-1}^{-1}\right\}=\left[a_{n+1}, \ldots\right], n \in \mathbb{N}$, that is

$$
\begin{equation*}
\alpha_{n}=\frac{1}{a_{n+1}+\alpha_{n+1}} . \tag{2.8}
\end{equation*}
$$

Let $\beta_{n}=\prod_{i=0}^{n} \alpha_{n}, n \in \mathbb{N} \cup\{0\}$. It is a well-known fact (cf. [12]) that

$$
\begin{equation*}
\alpha_{n} \alpha_{n+1} \leq \gamma^{2} \quad \text { and } \quad \beta_{n} \leq \gamma^{n}, \tag{2.9}
\end{equation*}
$$

where $\gamma=(\sqrt{5}-1) / 2$ is the golden mean.
Consider the transfer matrices in $\mathrm{GL}(2, \mathbb{Z})$ :

$$
T^{(n)}=\left[\begin{array}{cc}
-a_{n} & 1  \tag{2.10}\\
1 & 0
\end{array}\right] .
$$

In addition, define $P^{(0)}=I$ and

$$
P^{(n)}=T^{(n)} \ldots T^{(1)}=\left[\begin{array}{ll}
p_{n-1} & p_{n}  \tag{2.11}\\
q_{n-1} & q_{n}
\end{array}\right]^{-1}, \quad n \in \mathbb{N} .
$$

As in [12], this gives the rational approximants $p_{n} / q_{n}=\left[a_{1}, \ldots, a_{n}\right] \in \mathbb{Q}$ with

$$
\begin{equation*}
p_{n}-\alpha q_{n}=(-1)^{n} \beta_{n} \quad \text { and } \quad \frac{1}{2 q_{n+1}} \leq \beta_{n} \leq \frac{1}{q_{n+1}} . \tag{2.12}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
\frac{1}{2 \beta_{n-1}} \leq\left\|P^{(n)}\right\| \leq \frac{3}{\beta_{n-1}} . \tag{2.13}
\end{equation*}
$$

Finally, define the sequences of vectors in $\mathbb{R}^{2}$ :

$$
\begin{align*}
& \boldsymbol{\omega}^{(n)}=\alpha_{n-1}^{-1} T^{(n)} \boldsymbol{\omega}^{(n-1)}=\left(\alpha_{n}, 1\right) \\
& \left.\boldsymbol{\Omega}^{(n)}=-\alpha_{n-1}^{-1} T^{\top}\right)^{(n)} \boldsymbol{\Omega}^{(n-1)}=\left(1,-\alpha_{n}\right) . \tag{2.14}
\end{align*}
$$

2.4. Constant modes. Denote the constant Fourier modes of some $f$ in $\mathfrak{a}_{r}$ as $\mathbb{E} f \in$ $\mathfrak{s l}(2, \mathbb{R})$. We will use the same notation for the corresponding projection in $V_{r}$, i.e.

$$
\begin{equation*}
\mathbb{E} X(\boldsymbol{y})=(\boldsymbol{\omega}, \mathbb{E} f \boldsymbol{y}) \tag{2.15}
\end{equation*}
$$

In the following we will be studying vector fields depending on a parameter $\lambda$ in $\mathfrak{s l}(2, \mathbb{C})$. Take the open ball

$$
\begin{equation*}
\mathcal{P}_{\mu}=\{\lambda \in \mathfrak{s l}(2, \mathbb{C}):\|\lambda\|<\mu\} \tag{2.16}
\end{equation*}
$$

for a given radius $\mu>0$.
Given $u \in \mathfrak{s l}(2, \mathbb{R})$ with imaginary eigenvalues, there is a unique $\rho>0$ such that

$$
u=2 \pi \rho M\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) M^{-1}
$$

for some real matrix $M$ with positive determinant. Define the sequences of matrices in $\mathfrak{s l}(2, \mathbb{R})$ and corresponding eigenvalues:

$$
\begin{equation*}
u^{(n)}=\alpha_{n-1}^{-1} u^{(n-1)}, \quad \rho_{n}=\alpha_{n-1}^{-1} \rho_{n-1}, \tag{2.17}
\end{equation*}
$$

with $u^{(0)}=u$ and $\rho_{0}=\rho$. We will be using the following vector field depending on the parameter $\lambda$ :

$$
\begin{equation*}
Y_{\lambda}^{(n)}(\boldsymbol{y})=\left(\boldsymbol{\omega}^{(n)},\left(u^{(n)}+\lambda\right) \boldsymbol{y}\right) . \tag{2.18}
\end{equation*}
$$

2.5. Change of basis and time rescaling. The fundamental step of the renormalization is a linear coordinate change of the domain of definition of our vector fields. This is done by a linear transformation derived from the continued fraction expansion of $\boldsymbol{\omega}$. In addition, we perform a linear change of time.

Let $r_{n-1}, \mu_{n-1}>0$ and for each $\lambda \in \mathcal{P}_{\mu_{n-1}}$ consider the vector field $X_{\lambda}$ in $V_{r_{n-1}}$ given by

$$
\begin{equation*}
X_{\lambda}(\boldsymbol{x}, \boldsymbol{y})=Y_{\lambda}^{(n-1)}(\boldsymbol{y})+\left(0, f_{\lambda}^{(n-1)}(\boldsymbol{x}) \boldsymbol{y}\right), \quad n \in \mathbb{N} . \tag{2.19}
\end{equation*}
$$

Also, $f_{\lambda}^{(n-1)} \in \mathfrak{a}_{r_{n-1}}$ for each $\lambda$, and the dependence on the parameter is real-analytic.
We are interested in the following linear coordinate and time changes:

$$
\begin{equation*}
L_{n}(\boldsymbol{x}, \boldsymbol{y})=\left(T^{(n)} \boldsymbol{x}, \boldsymbol{y}\right), \quad t \mapsto \alpha_{n-1}^{-1} t . \tag{2.20}
\end{equation*}
$$

The corresponding transformation of the vector field for the new coordinates is $\alpha_{n-1}^{-1} L_{n}^{*}$ so that

$$
\begin{equation*}
\alpha_{n-1}^{-1} L_{n}^{*}\left(X_{\lambda}\right)(\boldsymbol{x}, \boldsymbol{y})=Y_{\alpha_{n-1}^{-1} \lambda}^{(n)}+\left(0, \alpha_{n-1}^{-1} f_{\lambda}^{(n-1)}\left(T^{(n)^{-1}} \boldsymbol{x}\right) \boldsymbol{y}\right) . \tag{2.21}
\end{equation*}
$$

2.6. Reparametrisation. We use a change of the parameter $\lambda$ in order to cancel the perturbation on the constant mode.

Consider the parameter transformation

$$
\begin{equation*}
\Lambda_{n}(\lambda)=\alpha_{n-1}^{-1}\left(\lambda+\mathbb{E} f_{\lambda}^{(n-1)}\right) \tag{2.22}
\end{equation*}
$$

Write

$$
\begin{equation*}
S_{n-1}\left(f_{\lambda}^{(n-1)}\right)=\sup _{\lambda \in \mathcal{P}_{\mu_{n-1}}}\left\|\mathbb{E} f_{\lambda}^{(n-1)}\right\| \tag{2.23}
\end{equation*}
$$

and denote by $\Delta_{n-1}$ the subset in $\mathfrak{a}_{r-1}$ whose elements $f$ satisfy $S_{n-1}(f)<\frac{\mu_{n-1}}{4}$.
Proposition 2.1. If

$$
\begin{equation*}
0<\mu_{n} \leq \frac{\mu_{n-1}}{4 \alpha_{n-1}} \tag{2.24}
\end{equation*}
$$

then there exists an analytic map $f \mapsto \Lambda_{n}^{-1}$ from $\Delta_{n-1}$ into $\operatorname{Diff}\left(\mathcal{P}_{\mu_{n}}, \mathcal{P}_{\mu_{n-1}}\right)$. If $X$ is real-analytic, then $\Lambda_{n}^{-1}$ is also real-analytic.

Proof. We have (by the Cauchy estimate)

$$
\begin{equation*}
\sup _{\mathcal{P}_{\mu_{n-1} / 2}}\left\|D \mathbb{E} f_{\lambda}\right\| \leq \frac{2 S_{n-1}}{\mu_{n-1}} \leq \frac{1}{2} \tag{2.25}
\end{equation*}
$$

So, $\lambda \mapsto F(\lambda)=\lambda+\mathbb{E} f_{\lambda}$ is a diffeomorphism on $\mathcal{P}_{\mu_{n-1} / 2}$.
Now, if $\mu<\mu_{n-1} / 2-S_{n-1}$, we have $F^{-1}\left(\mathcal{P}_{\mu}\right) \subset \mathcal{P}_{\mu_{n-1} / 2}$. Fix an arbitrary $\zeta \in F^{-1}\left(\mathcal{P}_{\mu}\right)$ and $z=F(\zeta) \in \mathcal{P}_{\mu}$. By the mean value theorem there is $\xi \in \mathcal{P}_{r_{n-1} / 2}$ such that $F^{-1}(z)=D F(\xi)^{-1}(z-F(0))$.

Therefore, $\Lambda_{n}^{-1}=F^{-1}\left(\alpha_{n-1} \cdot\right)$ is a diffeomorphism on $\mathcal{P}_{\mu_{n}}$ by choosing $\mu \geq \mu_{n} \alpha_{n-1}$. In addition, $f \mapsto \Lambda_{n}^{-1}$ is analytic from its dependence on $\mathbb{E} f$. When restricted to a real domain for a real-analytic $\mathbb{E} f, \Lambda_{n}^{-1}$ is also real-analytic.

Finally, writing $z=\alpha_{n-1} y$ where $y \in \mathcal{P}_{\mu_{n}}$, we get

$$
\begin{align*}
\left\|\Lambda_{n}(X)^{-1}(y)\right\| & \leq \frac{1}{1-\sup _{\mathcal{P}_{r_{n-1} / 2}}\|D \mathbb{E} f\|}\left\|z-\mathbb{E} f_{0}\right\|  \tag{2.26}\\
& \leq 2\left(\mu_{n} \alpha_{n-1}+S_{n-1}\right)
\end{align*}
$$

Define the operator $\mathcal{L}_{n}$ including the transformation in section 2.5 and the above reparametrisation, given by

$$
\begin{align*}
\mathcal{L}_{n}\left(X_{\lambda}\right)(\boldsymbol{x}, \boldsymbol{y}) & =\alpha_{n-1}^{-1} L_{n}^{*}\left(X_{\lambda}\right)(\boldsymbol{x}, \boldsymbol{y}) \\
& =Y_{\Lambda_{n}(\lambda)}^{(n)}(\boldsymbol{y})+\left(0, \alpha_{n-1}^{-1}(\mathbb{I}-\mathbb{E}) f_{\lambda}^{(n-1)}\left(T^{(n)^{-1}} \boldsymbol{x}\right) \boldsymbol{y}\right) \tag{2.27}
\end{align*}
$$

for every $(\boldsymbol{x}, \boldsymbol{y}) \in T^{(n)} \mathcal{D}_{r_{n-1}} \times \mathrm{SL}(2, \mathbb{C})$ and $\lambda \in \mathcal{P}_{\mu_{n-1}}$.

### 2.7. Resonant cone.

2.7.1. Definition. Given $\sigma_{n}>0, n \in \mathbb{N} \cup\{0\}$, we define the resonant modes with respect to $\boldsymbol{\omega}^{(n)}$ to be the ones whose indices are in the cone

$$
\begin{equation*}
I_{n}^{+}=\left\{\boldsymbol{k} \in \mathbb{Z}^{2}:\left|\boldsymbol{\omega}^{(n)} \cdot \boldsymbol{k}\right| \leq \sigma_{n}\|\boldsymbol{k}\|\right\} \tag{2.28}
\end{equation*}
$$

Similarly, the non-resonant modes correspond to $I_{n}^{-}=\mathbb{Z}^{2}-I_{n}^{+}$. It is also useful to define the projections $\mathbb{I}_{n}^{+}$and $\mathbb{I}_{n}^{-}$on the above spaces by restricting the Fourier modes to $I_{n}^{+}$ and $I_{n}^{-}$, respectively. The identity operator is $\mathbb{I}=\mathbb{I}_{n}^{+}+\mathbb{I}_{n}^{-}$.
2.7.2. Hyperbolicity of the transfer matrices. Let

$$
\begin{equation*}
A_{n}=\sigma_{n}\left\|T^{(n+1)^{-1}}\right\|+\alpha_{n} \frac{\left\|\boldsymbol{\Omega}^{(n+1)}\right\|}{\left\|\boldsymbol{\Omega}^{(n)}\right\|} \tag{2.29}
\end{equation*}
$$

Lemma 2.1. For all $\boldsymbol{k} \in I_{n-1}^{+}$and $n \in \mathbb{N}$, we have

$$
\begin{equation*}
\left\|^{\top} T^{(n)^{-1}} \boldsymbol{k}\right\| \leq A_{n-1}\|\boldsymbol{k}\| . \tag{2.30}
\end{equation*}
$$

Proof. We write $\boldsymbol{k}=\boldsymbol{k}_{1}+\boldsymbol{k}_{2}$, where

$$
\begin{equation*}
\boldsymbol{k}_{1}=\frac{\boldsymbol{k} \cdot \boldsymbol{\omega}^{(n-1)}}{\boldsymbol{\omega}^{(n-1)} \cdot \boldsymbol{\omega}^{(n-1)}} \boldsymbol{\omega}^{(n-1)}, \quad \boldsymbol{k}_{2} \in \mathbb{R} \boldsymbol{\Omega}^{(n-1)} \tag{2.31}
\end{equation*}
$$

Firstly,

$$
\begin{equation*}
\left\|^{\top} T^{(n)^{-1}} \boldsymbol{k}_{1}\right\|=\frac{\left\|^{\top} T^{(n)^{-1}} \boldsymbol{\omega}^{(n-1)}\right\|}{\left|\boldsymbol{\omega}^{(n-1)} \cdot \boldsymbol{\omega}^{(n-1)}\right|}\left|\boldsymbol{k} \cdot \boldsymbol{\omega}^{(n-1)}\right| \leq \sigma_{n-1}\left\|T^{(n)^{-1}}\right\|\|\boldsymbol{k}\| \tag{2.32}
\end{equation*}
$$

since $\boldsymbol{k} \in I_{n-1}^{+}$and

$$
\begin{equation*}
\frac{\left\|^{\top} T^{(n)^{-1}} \boldsymbol{\omega}^{(n-1)}\right\|}{\left|\boldsymbol{\omega}^{(n-1)} \cdot \boldsymbol{\omega}^{(n-1)}\right|}=\frac{1+\alpha_{n-1}+a_{n}}{\left(1+\alpha_{n-1}^{2}\right)\left\|T^{(n)^{-1}}\right\|}\left\|T^{(n)^{-1}}\right\| \leq\left\|T^{(n)^{-1}}\right\| . \tag{2.33}
\end{equation*}
$$

Secondly, using

$$
\begin{equation*}
\left\|^{\top} T^{(n)^{-1}} \boldsymbol{k}_{2}\right\|=\alpha_{n-1} \frac{\left\|\boldsymbol{\Omega}^{(n)}\right\|}{\left\|\boldsymbol{\Omega}^{(n-1)}\right\|}\left\|\boldsymbol{k}_{2}\right\|, \tag{2.34}
\end{equation*}
$$

we get (2.30).
2.8. Estimate on the non-constant resonant modes. Consider the parameter $\lambda$ to be fixed. For this reason, in this section we drop it from our notations.

Proposition 2.2. If

$$
\begin{equation*}
0<r_{n}^{\prime} \leq \frac{r_{n-1}}{A_{n-1}} \tag{2.35}
\end{equation*}
$$

then $\mathcal{L}_{n}$ as a map from $\left(\mathbb{I}_{n-1}^{+}-\mathbb{E}\right) V_{r_{n-1}}$ into $(\mathbb{I}-\mathbb{E}) V_{r_{n}^{\prime}}$ is continuous with norm estimated from above by $\alpha_{n-1}^{-1}$.

Proof. Let $f \in\left(\mathbb{I}_{n-1}^{+}-\mathbb{E}\right) \mathfrak{a}_{r_{n-1}}$. Then,

$$
\left\|f \circ T^{(n)^{-1}}\right\|_{r_{n}^{\prime}}=\sum_{k \in I_{n-1}^{+}-\{0\}}\left\|f_{\boldsymbol{k}}\right\| \mathrm{e}^{r_{n}^{\prime}\left\|^{\top} T^{(n)^{-1}} k\right\|} \leq\|f\|_{r_{n-1}}
$$

where we have used (2.30). Finally, writing $X=(0, f \cdot)$, we get

$$
\left\|\mathcal{L}_{n}(X)\right\|_{r_{n}^{\prime}} \leq \alpha_{n-1}^{-1}\left\|f \circ T^{(n)^{-1}}\right\|_{r_{n}^{\prime}} .
$$

2.9. Analyticity strip cut-off. Take the inclusion $\mathcal{I}_{n}: V_{r_{n}^{\prime}} \rightarrow V_{r_{n}}$ by restricting $X \in$ $V_{r_{n}^{\prime}}$ to the smaller domain $\mathcal{D}_{r_{n}}$, where $0<r_{n} \leq r_{n}^{\prime}$. It is simple to show that, when restricted to non-constant modes, its norm is estimated in the following way.

Proposition 2.3. If $\phi_{n}>1$ and $0<r_{n} \leq r_{n}^{\prime}-\log \left(\phi_{n}\right)$, then $\left\|\mathcal{I}_{n}(\mathbb{I}-\mathbb{E})\right\| \leq \phi_{n}^{-1}$.
2.10. Elimination of non-resonant modes. The theorem below (to be proven in Section 4.1) states the existence of a nonlinear change of coordinates isotopic to the identity that cancels the $I_{n}^{-}$modes of any $X$ as in (2.5). We are eliminating only the far from resonance modes, this way avoiding the complications usually related to small divisors.

For given $\varepsilon>0$, denote by $\mathcal{V}_{\varepsilon}$ the open ball in $V_{r_{n}}$ with radius $\varepsilon$ and centred at $Y_{\lambda}^{(n)}$. In addition, let

$$
\begin{align*}
K_{n} & =\frac{4}{2 \pi} \max \left(2(1+2 \pi), \frac{8 \pi \rho_{n}+\sigma_{n}}{\min _{\boldsymbol{\nu} \in \mathbb{Z}^{2}-\{0\},\|\boldsymbol{\nu}\| \leq 4 \rho_{n} / \sigma_{n}}\left|2 \rho_{n}-\boldsymbol{\nu} \cdot \boldsymbol{\omega}^{(n)}\right|}\right)  \tag{2.36}\\
\varepsilon_{n} & =\frac{\sigma_{n}^{2}}{672 K_{n}^{2}} \frac{1}{\left\|\boldsymbol{\omega}^{(n)}\right\|+\left\|u^{(n)}\right\|} \tag{2.37}
\end{align*}
$$

Theorem 2.4. If $X_{\lambda} \in \mathcal{V}_{\varepsilon_{n} / 2}$ and $\lambda \in \mathcal{P}_{\varepsilon_{n} / 2}$, there is an isotopic to the identity diffeomorphism

$$
\begin{align*}
\psi: \mathcal{D}_{r_{n}} \times \mathrm{SL}(2, \mathbb{C}) & \rightarrow \mathcal{D}_{r_{n}} \times \mathrm{SL}(2, \mathbb{C})  \tag{2.38}\\
(\boldsymbol{x}, \boldsymbol{y}) & \mapsto(\boldsymbol{x}, U(\boldsymbol{x}) \boldsymbol{y}),
\end{align*}
$$

with $U \in \mathcal{A}_{r_{n}}^{\prime}$ satisfying $\mathbb{I}_{n}^{-} \psi^{*} X_{\lambda}=0$. This defines the maps $\mathfrak{U}_{n}: \mathcal{V}_{\varepsilon_{n} / 2} \rightarrow \mathcal{A}_{r_{n}}^{\prime}, X_{\lambda} \mapsto U$ and $\mathcal{U}_{n}: \mathcal{V}_{\varepsilon_{n} / 2} \rightarrow \mathbb{I}_{n}^{+} V_{r_{n}}, X_{\lambda} \mapsto \psi^{*} X_{\lambda}$ which are analytic and verify the inequalities

$$
\begin{array}{r}
\left\|\mathfrak{U}_{n}\left(X_{\lambda}\right)-I\right\|_{r_{n}}^{\prime} \leq \frac{6 K_{n}}{\sigma_{n}}\left\|\mathbb{I}_{n}^{-} X_{\lambda}\right\|_{r_{n}}  \tag{2.39}\\
\left\|\mathcal{U}_{n}\left(X_{\lambda}\right)-\mathbb{E} X_{\lambda}\right\|_{r_{n}} \leq 2\left\|(\mathbb{I}-\mathbb{E}) X_{\lambda}\right\|_{r_{n}},
\end{array}
$$

where $I$ is the identity matrix. Moreover, $\mathfrak{U}_{n}\left(X_{\lambda}\right): \mathbb{R}^{2} \rightarrow \mathrm{SL}(2, \mathbb{R})$.
Lemma 2.5. If $u$ is $(C, \tau)$-diophantine with respect to $\boldsymbol{\omega}$, then for $\boldsymbol{\nu} \in \mathbb{Z}^{2}$ such that $\|\boldsymbol{\nu}\| \leq 4 \rho_{n} / \sigma_{n}$,

$$
\begin{equation*}
\left|2 \rho_{n}-\boldsymbol{\nu} \cdot \boldsymbol{\omega}^{(n)}\right| \geq \frac{C \sigma_{n}^{\tau} \beta_{n-1}^{2 \tau-1}}{2(12 \rho)^{\tau}} \tag{2.40}
\end{equation*}
$$

Proof. Using the fact that $u$ is diophantine with respect to $\boldsymbol{\omega}$ in accordance with (1.7), we get

$$
\begin{align*}
\min _{0<\|\boldsymbol{\nu}\| \leq 4 \rho_{n} / \sigma_{n}}\left|2 \rho_{n}-\boldsymbol{\nu} \cdot \boldsymbol{\omega}^{(n)}\right| & =\beta_{n-1}^{-1} \min _{0<\|\boldsymbol{\nu}\| \leq 4 \rho_{n} / \sigma_{n}}\left|2 \rho-{ }^{\top} P^{(n)} \boldsymbol{\nu} \cdot \boldsymbol{\omega}\right| \\
& \geq \frac{C \sigma_{n}^{\tau}}{4^{\tau} \rho_{n}^{\tau} \beta_{n-1}\left\|^{\top} P^{(n)}\right\|^{\tau}} . \tag{2.41}
\end{align*}
$$

Using (2.17) and the estimate for $\left\|^{\top} P^{(n)}\right\|$ obtained in section 2.3, we complete the proof.
2.11. Renormalization scheme. The $n$th step renormalization operator is

$$
\begin{equation*}
\mathcal{R}_{n}=\mathcal{U}_{n} \circ \mathcal{I}_{n} \circ \mathcal{L}_{n} \circ \mathcal{R}_{n-1}, \tag{2.42}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{R}_{0}\left(X_{\lambda}\right)=\mathcal{U}_{0}\left(X_{\Lambda_{0}(\lambda)}\right), \tag{2.43}
\end{equation*}
$$

where $\Lambda_{0}(\lambda)=\lambda+\mathbb{E} f_{\lambda}$ and the resonance cones are given by the choice

$$
\begin{equation*}
\sigma_{n}=\frac{\alpha_{n} \beta_{n}\left\|\boldsymbol{\Omega}^{(n+1)}\right\|}{\left\|T^{(n+1)^{-1}}\right\|\left\|\boldsymbol{\Omega}^{(n)}\right\|} . \tag{2.44}
\end{equation*}
$$

Notice that $\mathcal{R}_{n}\left(Y_{\lambda}\right)=Y_{\Lambda_{n} \cdots \Lambda_{0}(\lambda)}^{(n)}$. In case a vector field $X$ is real-analytic, the same is true for $\mathcal{R}_{n}(X)$.

For a given non-zero vector $\boldsymbol{\omega}=(\alpha, 1)$ and $u \in \mathfrak{s l}(2, \mathbb{R})$ diophantine with respect to $\boldsymbol{\omega}$ with exponent $\tau$, we define the sequence of analyticity radii

$$
\begin{equation*}
r_{n}=\frac{1}{B_{n-1}}\left[r_{0}-\sum_{i=0}^{n-1} B_{i} \log \left(\phi_{i+1}\right)\right] \tag{2.45}
\end{equation*}
$$

where

$$
\begin{equation*}
\phi_{n}=2 \frac{\Theta_{n-1}}{\alpha_{n-1} \Theta_{n}}, \quad \Theta_{n}=\beta_{n}^{6 \tau+8} \tag{2.46}
\end{equation*}
$$

and $B_{n}=\prod_{i=0}^{n} A_{i}$.
Remark 2.6. Replacing (2.44) inside (2.29) we get

$$
\begin{equation*}
A_{n}=\alpha_{n}\left(1+\beta_{n}\right)\left\|\boldsymbol{\Omega}^{(n+1)}\right\|\left\|\boldsymbol{\Omega}^{(n)}\right\|^{-1} . \tag{2.47}
\end{equation*}
$$

So, there is a constant $c>0$ (independent of $n$ ) satisfying

$$
\begin{equation*}
\frac{1}{2} \leq \frac{B_{n}}{\beta_{n}} \leq 2 \prod_{i=0}^{n}\left(1+\beta_{i}\right) \leq c \tag{2.48}
\end{equation*}
$$

2.12. Brjuno frequencies. An irrational number $\alpha$ is a Brjuno number if

$$
\begin{equation*}
\sum_{n \geq 1} \frac{\log \left(q_{n+1}\right)}{q_{n}}<+\infty \tag{2.49}
\end{equation*}
$$

The set of all Brjuno numbers is denoted by $B C$ (see [23] for a profound study of these numbers).

Lemma 2.7. $\alpha \in B C$ iff

$$
\begin{equation*}
\mathcal{B}(\alpha):=\sum_{n \geq 0} B_{n} \log \left(\phi_{n+1}\right)<+\infty . \tag{2.50}
\end{equation*}
$$

Proof. Using (2.12) we get

$$
\begin{equation*}
B_{n-1} \log \left(\frac{1}{\beta_{n}}\right) \ll \frac{\log \left(q_{n+1}\right)}{q_{n}} \ll B_{n-1} \log \left(\frac{1}{\beta_{n}}\right) . \tag{2.51}
\end{equation*}
$$

So, $\alpha \in B C$ iff $\sum_{n \geq 0} B_{n} \log \left(\beta_{n+1}^{-1}\right)<+\infty$. From (2.45) and the fact that the series $\sum \beta_{n}, \sum \beta_{n} \log \left(1 / \alpha_{n}\right)$ and $\sum \beta_{n} \log \left(1 / \beta_{n}\right)$ always converge for any irrational $\alpha$, it is simple to check that

$$
\begin{equation*}
\sum_{n \geq 0} B_{n} \log \left(\beta_{n+1}^{-1}\right) \ll \sum_{n \geq 0} B_{n} \log \left(\phi_{n+1}^{-1}\right) \ll \sum_{n \geq 0} B_{n} \log \left(\beta_{n+1}^{-1}\right) . \tag{2.52}
\end{equation*}
$$

This proves the assertion.
2.13. Trivial limit of renormalization. The convergence of the renormalization scheme now follows directly from our construction.

Theorem 2.8. If $\alpha \in B C, r>\mathcal{B}(\alpha)$ and $u$ is $(C, \tau)$-diophantine with respect to $\boldsymbol{\omega}=(\alpha, 1)$, there exist $K, \mu>0$, an open ball $\Delta \subset \mathfrak{a}_{r}$ centred at the origin, and an analytic map from $\Delta$ to $\mathcal{P}_{\mu} \cap \mathfrak{s l}(2, \mathbb{R})$ given by $f \mapsto a$, such that, for all $n \in \mathbb{N} \cup\{0\}$ :
(1) there exist $c_{1}, c_{2}>0$ such that $c_{1} \leq r_{n} \beta_{n-1} \leq c_{2}$;
(2) $X_{\lambda}=Y_{\lambda}+(0, f)$, with $f \in \Delta$ and $\lambda \in \mathcal{P}_{\mu}$, is inside the domain of $\mathcal{R}_{n}$ and

$$
\left\|\mathcal{R}_{n}\left(X_{a}\right)-\mathcal{R}_{n}\left(Y_{a}\right)\right\|_{r_{n}} \leq K \Theta_{n}\left\|X_{a}-Y_{a}\right\|_{r} .
$$

Proof. Let $r_{0}=r>\mathcal{B}(\alpha)$. By (2.45), (2.48) and Lemma 2.7 we have $1 \ll r_{n} \beta_{n-1} \ll 1$ for all $n \in \mathbb{N}$. Thus (1).

Suppose $\Delta$ has radius $c>0$. If $c \leq \varepsilon_{0} / 2$ and $\mu$ is such that $\lambda_{0}=\Lambda_{0}(\lambda) \in \mathcal{P}_{\varepsilon_{0} / 2}$ for $\lambda \in \mathcal{P}_{\mu}$, we can use Theorem 2.4 to obtain $X_{\lambda_{0}}^{(0)} \in \mathbb{I}_{0}^{+} V_{r_{0}}$ with

$$
\left\|\mathcal{R}_{0}\left(X_{\lambda}\right)-Y_{\lambda_{0}}^{(0)}\right\|_{r_{0}} \leq 2\left\|X_{\lambda_{0}}-Y_{\lambda_{0}}\right\|_{r}
$$

By choosing $K=2 \Theta_{0}^{-1}$, we get

$$
\left\|\mathcal{R}_{0}\left(X_{\lambda}\right)-Y_{\lambda_{0}}^{(0)}\right\|_{r_{0}} \leq K \Theta_{0}\left\|X_{\lambda}-Y_{\lambda}\right\|_{r}
$$

For $n \in \mathbb{N}$ let $\mu_{n}=\mu \Theta_{n}$. Assume that $\lambda_{n-1}=\Lambda_{n-1} \ldots \Lambda_{0}(\lambda) \in \mathcal{P}_{\mu_{n-1}}$, and suppose that $\mathcal{R}_{n-1}\left(X_{\lambda}\right)$ is in $\mathbb{I}_{n-1}^{+} V_{r_{n-1}}$ satisfying

$$
\left\|\mathcal{R}_{n-1}\left(X_{\lambda}\right)-Y_{\lambda_{n-1}}^{(n-1)}\right\|_{r_{n-1}} \leq K \Theta_{n-1}\left\|X_{\lambda}-Y_{\lambda}\right\|_{r}
$$

As the hypothesis yields (2.24) and $S_{n-1}<K c \Theta_{n-1}<\mu_{n-1} / 4$ for $c<\mu /(4 K)$, Proposition 2.1 is valid and together with Propositions 2.2 and 2.3 , they can be used to estimate:

$$
\begin{align*}
\left\|\mathcal{I}_{n} \circ \mathcal{L}_{n} \circ \mathcal{R}_{n-1}\left(X_{\lambda}\right)-Y_{\lambda_{n}}^{(n)}\right\|_{r_{n}} & \leq \alpha_{n-1}^{-1} \phi_{n}^{-1} K \Theta_{n-1}\left\|X_{\lambda}-Y_{\lambda}\right\|_{r} \\
& =\frac{1}{2} K \Theta_{n}\left\|X_{\lambda}-Y_{\lambda}\right\|_{r}, \tag{2.53}
\end{align*}
$$

where we restrict $\lambda$ such that $\lambda_{n}=\Lambda_{n}\left(\lambda_{n-1}\right) \in \mathcal{P}_{\mu_{n}}$. This vector field is inside the domain of $\mathcal{U}_{n}$, because $\frac{1}{2} c K \Theta_{n} \leq \varepsilon_{n}$ and $\mu_{n} \leq \varepsilon_{n} / 2$ for small enough $c$ and $\mu$, as required in Theorem 2.4. This follows from $\varepsilon_{n} \gg \beta_{n}^{6(\tau+1)} \geq \Theta_{n}$ by Lemma 2.5.

We then use (2.39) to obtain the estimate

$$
\begin{equation*}
\left\|\mathcal{R}_{n}\left(X_{\lambda}\right)-Y_{\lambda_{n}}^{(n)}\right\|_{r_{n}} \leq K \Theta_{n}\left\|X_{\lambda}-Y_{\lambda}\right\|_{r} \tag{2.54}
\end{equation*}
$$

Now, we want to show that the following limit exists,

$$
\begin{equation*}
a=\lim _{m \rightarrow+\infty} \Lambda_{0}^{-1} \cdots \Lambda_{m}^{-1}(0) . \tag{2.55}
\end{equation*}
$$

From Proposition 2.1,

$$
\begin{equation*}
\Lambda_{n}^{-1}(\cdot)=\left(\operatorname{Id}+g_{n}\right)\left(\alpha_{n-1} \cdot\right) \tag{2.56}
\end{equation*}
$$

is a map from $\mathcal{P}_{\mu_{n}}$ into $\mathcal{P}_{\mu_{n-1}}$, where $g_{n}$, defined on $\mathcal{P}_{\mu_{n-1} / 4}$, is given by

$$
\begin{equation*}
g_{n}=(\operatorname{Id}+F)^{-1}-\mathrm{Id}, \quad F: \lambda \mapsto \mathbb{E} f_{\lambda}^{(n-1)}, \tag{2.57}
\end{equation*}
$$

and $g_{n}\left(\mathcal{P}_{\mu_{n-1} / 4}\right)$ is contained in a fixed set. By induction,

$$
\begin{equation*}
\Lambda_{0}^{-1} \ldots \Lambda_{n}^{-1}(0)=g_{0}\left(\xi_{0}\right)+\sum_{i=1}^{n} \beta_{i-1} g_{i}\left(\xi_{i}\right) \tag{2.58}
\end{equation*}
$$

for some $\xi_{k} \in \mathcal{P}_{\mu_{k-1} / 4}$. Thus, there exists in $\mathfrak{s l}(2, \mathbb{C})$

$$
\begin{equation*}
a=g_{0}\left(\xi_{0}\right)+\sum_{i=1}^{+\infty} \beta_{i-1} g_{i}\left(\xi_{i}\right), \tag{2.59}
\end{equation*}
$$

unless $X$ is real which clearly gives $a \in \mathfrak{s l}(2, \mathbb{R})$. The map $X \mapsto a$ is analytic since the convergence is uniform.

To complete the proof of (2), we now restrict to the case $\lambda=a$. From Proposition 2.1, for each $f \in \Delta$, we have the nested sequence $\Lambda_{n}^{-1}\left(\mathcal{P}_{\mu_{n}}\right) \subset \mathcal{P}_{\mu_{n-1}}$. So, as $0 \in \cap_{i \in \mathbb{N}} \mathcal{P}_{\mu_{i}}$, there exist

$$
\begin{equation*}
\Lambda_{n} \ldots \Lambda_{0}(a)=\lim _{m \rightarrow+\infty} \Lambda_{n+1}^{-1} \ldots \Lambda_{m}^{-1}(0) \in \mathcal{P}_{\mu_{n}} . \tag{2.60}
\end{equation*}
$$

Remark 2.9. The above can be generalized for a small analyticity radius $r$ by considering a sufficiently large $N$ and applying the above theorem to $\widetilde{X}=\mathcal{U}_{N} \mathcal{L}_{N} \ldots \mathcal{U}_{1} \mathcal{L}_{1} \mathcal{U}_{0}(X)$, where $X$ is close enough to $Y$. We recover the large strip case since $r_{N}$ is of the order of $\beta_{N-1}^{-1}$. Notice that $r_{N}$ is obtained by just applying (2.35) $N$ times, because we are not cutting-off the analyticity strip. It remains to check that $r_{N}>\mathcal{B}\left(\alpha_{N}\right)$. This follows from $\mathcal{B}\left(\alpha_{N}\right)=B_{N-1}^{-1}\left[\mathcal{B}(\alpha)-\mathcal{B}_{N}(\alpha)\right]$ where $\mathcal{B}_{N}(\alpha)$ is the sum of the first $N$ terms in $\mathcal{B}(\alpha)$ and $\mathcal{B}_{N}(\alpha) \rightarrow \mathcal{B}(\alpha)$ as $N$ gets large.

## 3. Analytic (fibered) conjugacy

Theorem 2.8 allows us to construct an analytic conjugacy of the type (1.3) between the flows generated by $X_{a}$ and $Y_{0}$, and to prove Theorem 1.3.

By taking $f \in \Delta$ (by convenience of notations we shall write equivalently $X_{a}=$ $\left.Y_{a}+(0, f) \in \Delta\right)$ we have $\mathcal{R}_{n}\left(X_{a}\right) \in \mathbb{I}_{n}^{+} V_{r_{n}}$ and

$$
\begin{align*}
\mathcal{R}_{n}\left(X_{a}\right) & =\beta_{n-1}^{-1}\left(\psi_{0} \circ L_{1} \circ \psi_{1} \cdots L_{n} \circ \psi_{n}\right)^{*}\left(X_{a}\right) \\
& =\beta_{n-1}^{-1} \chi_{n}^{*}\left(X_{a}\right), \tag{3.1}
\end{align*}
$$

where

$$
\begin{align*}
\chi_{n}(\boldsymbol{x}, \boldsymbol{y}) & =\left(P^{(n)} \boldsymbol{x}, U_{0}\left(T^{(1)^{-1}} \cdots T^{(n)^{-1}} \boldsymbol{x}\right) \cdots U_{n-1}\left(T^{(n)^{-1}} \boldsymbol{x}\right) U_{n}(\boldsymbol{x}) \boldsymbol{y}\right) \\
& =\left(P^{(n)} \boldsymbol{x}, U_{0}\left(P^{(0)} P^{(n)^{-1}} \boldsymbol{x}\right) \cdots U_{n-1}\left(P^{(n-1)} P^{(n)^{-1}} \boldsymbol{x}\right) U_{n}(\boldsymbol{x}) \boldsymbol{y}\right), \tag{3.2}
\end{align*}
$$

and

$$
\begin{equation*}
\psi_{k}(\boldsymbol{x}, \boldsymbol{y})=\psi\left(\mathcal{I}_{k} \mathcal{L}_{k} \mathcal{R}_{k-1}\left(X_{a}\right)\right)(\boldsymbol{x}, \boldsymbol{y})=\left(\boldsymbol{x}, U_{k}(\boldsymbol{x}) \boldsymbol{y}\right) \tag{3.3}
\end{equation*}
$$

is the map in Theorem 2.4 at the $k$ th step. Notice that if $\mathcal{R}_{n}\left(X_{a}\right)=Y_{a_{n}}^{(n)}$ for $n \in \mathbb{N}$ and

$$
\begin{equation*}
a_{n}=\Lambda_{n} \cdots \Lambda_{0}(a), \tag{3.4}
\end{equation*}
$$

$X_{a}$ is analytically reducible to $Y_{0}$. It remains to study the case $\mathcal{R}_{n}\left(X_{a}\right)-Y_{a_{n}}^{(n)} \rightarrow 0$.
Given $X \in \Delta$, define the isotopic to the identity diffeomorphism

$$
\begin{equation*}
W_{n}(X)(\boldsymbol{x})=U_{n}\left(P^{(n)} \boldsymbol{x}\right), \quad \boldsymbol{x} \in P^{(n)^{-1}} \mathcal{D}_{r_{n}} . \tag{3.5}
\end{equation*}
$$

If $X$ is real-analytic, then $W_{n}(X) \in C^{\omega}\left(\mathbb{R}^{2}, \mathrm{SL}(2, \mathbb{R})\right)$, since this property holds for $U_{n}$. We also have $W_{n}\left(Y_{\lambda}\right)=I$.

Take a sequence $R_{n}>0$ such that $R_{n}\left\|P^{(n)}\right\| \leq r_{n}$ and

$$
\begin{equation*}
R \leq R_{n} \leq R_{n-1} \tag{3.6}
\end{equation*}
$$

for some constant $R>0$.
Lemma 3.1. For all $n \in \mathbb{N} \cup\{0\}, W_{n}: \Delta \rightarrow \mathcal{A}_{R_{n}}$ is analytic and satisfies

$$
\begin{equation*}
\left\|W_{n}\left(X_{a}\right)-I\right\|_{R_{n}} \leq c \Theta_{n}^{1 / 2}\left\|X_{a}-Y_{a}\right\|_{r}, \quad X \in \Delta, \tag{3.7}
\end{equation*}
$$

with some constants $c>0$.
Proof. For $X_{a} \in \Delta$, in view of (2.39), we get

$$
\begin{align*}
\left\|W_{n}\left(X_{a}\right)-I\right\|_{R_{n}} & =\left\|U_{n} \circ P^{(n)}-I\right\|_{R_{n}} \\
& \leq \frac{6 K_{n}}{\sigma_{n}}\left\|\mathcal{I}_{n} \mathcal{L}_{n} \mathcal{R}_{n-1}\left(X_{a}\right)-Y_{a_{n}}^{(n)}\right\|_{r_{n}}  \tag{3.8}\\
& \ll \frac{\beta_{n-1}^{1 / 2}}{\varepsilon_{n}^{1 / 2}} \Theta_{n}\left\|X_{a}-Y_{a}\right\|_{r} \ll \Theta_{n}^{1 / 2}\left\|X_{a}-Y_{a}\right\|_{r}
\end{align*}
$$

We can bound the above by (3.7). From the properties of $\mathfrak{U}_{n}, W_{n}$ is analytic.
Consider the analytic map $H_{n}: \Delta \rightarrow \mathcal{A}_{R_{n}}$ defined by

$$
\begin{equation*}
H_{n}(X)=W_{0}(X) \ldots W_{n}(X) \tag{3.9}
\end{equation*}
$$

Lemma 3.2. There exists $c>0$ such that for $X_{a} \in \Delta$ and $n \in \mathbb{N}$,

$$
\begin{equation*}
\left\|H_{n}\left(X_{a}\right)-H_{n-1}\left(X_{a}\right)\right\|_{R_{n}} \leq c \Theta_{n}^{1 / 2}\left\|X_{a}-Y_{a}\right\|_{r} . \tag{3.10}
\end{equation*}
$$

Proof. We have

$$
\begin{equation*}
H_{n}\left(X_{a}\right)-H_{n-1}\left(X_{a}\right)=W_{1}\left(X_{a}\right) \ldots W_{n-1}\left(X_{a}\right)\left[W_{n}\left(X_{a}\right)-I\right] . \tag{3.11}
\end{equation*}
$$

Hence,

$$
\begin{align*}
\left\|H_{n}\left(X_{a}\right)-H_{n-1}\left(X_{a}\right)\right\|_{R_{n}} & \leq\left\|W_{1}\left(X_{a}\right)\right\|_{R_{1}} \ldots\left\|W_{n-1}\left(X_{a}\right)\right\|_{R_{n-1}}\left\|W_{n}\left(X_{a}\right)-I\right\|_{R_{n}} \\
& \leq\left\|W_{n}\left(X_{a}\right)-I\right\|_{R_{n}} \prod_{i=1}^{n-1}\left(1+\left\|W_{i}\left(X_{a}\right)-I\right\|_{R_{i}}\right)  \tag{3.12}\\
& <\Theta_{n}^{1 / 2}\left\|X_{a}-Y_{a}\right\|_{r},
\end{align*}
$$

where we have used Lemma 3.1.
Lemma 3.3. There exists an analytic map $H: \Delta \rightarrow \mathcal{A}_{R}$ such that for $X_{a} \in \Delta$,

$$
H\left(X_{a}\right)=\lim _{n \rightarrow+\infty} H_{n}\left(X_{a}\right)
$$

and

$$
\begin{equation*}
\|H(X)-I\|_{R} \leq c\left\|X_{a}-Y_{a}\right\|_{r}, \tag{3.13}
\end{equation*}
$$

for some $c>0$. If $X \in \Delta$ is real-analytic, then $H(X) \in C^{\omega}\left(\mathbb{R}^{2}, \operatorname{SL}(2, \mathbb{R})\right)$.
Proof. Lemma 3.2 implies the existence of the limit $H_{n}\left(X_{a}\right) \rightarrow H\left(X_{a}\right)$ as $n \rightarrow+\infty$, for each $X_{a} \in \Delta$, in the space $\mathcal{A}_{R}$. Moreover, $\left\|H\left(X_{a}\right)-I\right\|_{R} \leq c\left\|X_{a}-Y_{a}\right\|_{r}$. The convergence of $H_{n}$ is uniform in $\Delta$ so $H$ is analytic. The fact that, for real-analytic $X, H\left(X_{a}\right)$ take real values for real arguments, follows from the same property of $W_{n}\left(X_{a}\right)$.

Lemma 3.4. For every $X \in \Delta, \psi^{*}\left(X_{a}\right)=Y_{0}$ on $\mathcal{D}_{R} \times \operatorname{SL}(2, \mathbb{C})$, where $\psi:(\boldsymbol{x}, \boldsymbol{y}) \mapsto$ $\left(\boldsymbol{x}, H\left(X_{a}\right) \boldsymbol{y}\right)$.

Proof. For each $n \in \mathbb{N}$ the definition of $H_{n}\left(X_{a}\right)$ and (3.1) imply that

$$
\begin{equation*}
\widehat{H}_{n}\left(X_{a}\right)^{*}\left(X_{a}\right)=\beta_{n-1} M_{n}^{*}\left(\mathcal{R}_{n}\left(X_{a}\right)\right), \tag{3.14}
\end{equation*}
$$

where $\widehat{H}_{n}\left(X_{a}\right):(\boldsymbol{x}, \boldsymbol{y}) \mapsto\left(\boldsymbol{x}, H_{n}\left(X_{a}\right)(\boldsymbol{x}) \boldsymbol{y}\right)$ and $M_{n}:(\boldsymbol{x}, \boldsymbol{y}) \mapsto\left(P^{(n)^{-1}} \boldsymbol{x}, \boldsymbol{y}\right)$.
Since $P^{(n)^{-1}} \boldsymbol{\omega}^{(n)}=\beta_{n-1}^{-1} \boldsymbol{\omega}$ and $u^{(n)}=\beta_{n-1}^{-1} u$, the r.h.s. of (3.14) can be written as

$$
\begin{equation*}
\left(\boldsymbol{\omega}, u+\beta_{n-1}\left[a_{n}+f_{a_{n}}^{(n)} \circ P^{(n)}\right]\right) . \tag{3.15}
\end{equation*}
$$

Using the fact that

$$
\begin{equation*}
\lim _{n \rightarrow+\infty} \sup _{\boldsymbol{x} \in \mathcal{D}_{R}} \beta_{n-1}\left\|a_{n}+f_{a_{n}}^{(n)}\left(P^{(n)} \boldsymbol{x}\right)\right\|=0 \tag{3.16}
\end{equation*}
$$

and the convergence of $H_{n}$, we complete the proof.

## 4. Elimination of non-RESONANT mODES

4.1. Homotopy method. As $n$ and $\lambda$ are fixed, in this section we will drop these subscripts from our notations. Denote $X=(\boldsymbol{\omega}, u+\lambda+f)$.

The coordinate transformation $\psi$ will be determined by some $U$ in

$$
\mathcal{B}_{\delta}=\left\{U \in \mathbb{I}^{-} \mathcal{A}_{r}^{\prime}:\|U-I\|_{r}^{\prime}<\delta\right\}
$$

for

$$
\begin{equation*}
\delta=6 K \varepsilon / \sigma<1 \tag{4.1}
\end{equation*}
$$

Define the operator

$$
\begin{align*}
\mathcal{F}: \mathcal{B}_{\delta} & \rightarrow \mathbb{I}^{-} \mathcal{A}_{r} \\
U & \mapsto \mathbb{I}^{-}\left(L_{\omega} U \cdot U^{-1}+\operatorname{Ad}_{U} f\right) \tag{4.2}
\end{align*}
$$

If $U$ is real-analytic, then $\mathcal{F}(U)$ is also real-analytic. The derivative of $\mathcal{F}$ at $U$ is the linear map from $\mathbb{I}^{-} \mathcal{A}_{r}^{\prime}$ to $\mathbb{I}^{-} \mathcal{A}_{r}$ (we use the same notations both for the base and tangent spaces) given by

$$
\begin{equation*}
D \mathcal{F}(U) H=\mathbb{I}^{-}\left(L_{\boldsymbol{\omega}} H-L_{\boldsymbol{\omega}} U \cdot U^{-1} H-\operatorname{Ad}_{U} f \cdot H+H f\right) U^{-1} . \tag{4.3}
\end{equation*}
$$

We want to find a solution of

$$
\begin{equation*}
\mathcal{F}\left(U_{t}\right)=(1-t) \mathcal{F}\left(U_{0}\right), \tag{4.4}
\end{equation*}
$$

with $0 \leq t \leq 1$ and initial condition $U_{0}=I$. Differentiating the above equation with respect to $t$, we get

$$
\begin{equation*}
D \mathcal{F}\left(U_{t}\right) \frac{d U_{t}}{d t}=-\mathcal{F}(I) \tag{4.5}
\end{equation*}
$$

Proposition 4.1. There is $\delta>0$ such that if $U \in \mathcal{B}_{\delta}$, then $D \mathcal{F}(U)^{-1}$ is a bounded linear operator from $\mathbb{I}^{-} \mathcal{A}_{r}$ to $\mathbb{I}^{-} \mathcal{A}_{r}^{\prime}$ and

$$
\left\|D \mathcal{F}(U)^{-1}\right\|<\delta / \varepsilon
$$

From the above proposition (to be proved in Section 4.2) we integrate (4.5) with respect to $t$, obtaining the integral equation:

$$
\begin{equation*}
U_{t}=I-\int_{0}^{t} D \mathcal{F}\left(U_{s}\right)^{-1} \mathcal{F}(I) d s \tag{4.6}
\end{equation*}
$$

In order to check that $U_{t} \in \mathcal{B}_{\delta}$ for any $0 \leq t \leq 1$, we estimate its norm:

$$
\begin{align*}
\left\|U_{t}-I\right\|_{r}^{\prime} & \leq t \sup _{v \in \mathcal{B}_{\delta}}\left\|D \mathcal{F}(v)^{-1} \mathcal{F}(I)\right\|_{r}^{\prime} \\
& \leq t \sup _{v \in \mathcal{B}_{\delta}}\left\|D \mathcal{F}(v)^{-1}\right\|\left\|\mathbb{I}^{-} f\right\|_{r}<t \delta\left\|\mathbb{I}^{-} f\right\|_{r} / \varepsilon \tag{4.7}
\end{align*}
$$

so, $\left\|U_{t}-I\right\|_{r}^{\prime}<\delta$. Therefore, the solution of (4.4) exists in $\mathcal{B}_{\delta}$ and is given by (4.6). Moreover, if $X$ is real-analytic, then $U_{t}$ takes real values for real arguments.

In view of

$$
\begin{equation*}
\mathbb{I}^{+}\left(\operatorname{Ad}_{U} f-u-\lambda\right)=\mathbb{I}^{+}\left[(U-I) f\left(U^{-1}-I\right)+(U-I) \tilde{f}+\widetilde{f}\left(U^{-1}-I\right)+\widetilde{f}\right] \tag{4.8}
\end{equation*}
$$

where $\tilde{f}=f-u-\lambda$, we get

$$
\begin{align*}
\left\|U_{t}^{*} X-\mathbb{E} X\right\|_{r} \leq & \left\|\mathbb{I}^{+} L_{\boldsymbol{\omega}}(U-I) \cdot\left(U^{-1}-I\right)\right\|_{r}+\left\|\mathbb{I}^{+}\left(\operatorname{Ad}_{U} f-u-\lambda\right)\right\|_{r}+(1-t)\left\|\mathbb{I}^{-} f\right\|_{r} \\
\leq & 2\|\boldsymbol{\omega}\|\|U\|_{r}\|U-I\|_{r}\|U-I\|_{r}^{\prime}+2\|U\|(\|u\|+\|\lambda\|+\|\widetilde{f}\|)\|U-I\|_{r}^{2} \\
& +\|\widetilde{f}\|_{r}\left(1+2\|U\|_{r}\right)\|U-I\|_{r}+\|\widetilde{f}\|_{r}+(1-t)\left\|\mathbb{I}^{-} f\right\|_{r} \\
\leq & (3-t)\|\widetilde{f}\|_{r} . \tag{4.9}
\end{align*}
$$

The result corresponds to the case $t=1$.

### 4.2. Proof of Proposition 4.1.

Lemma 4.2. If $g=\lambda+(\mathbb{I}-\mathbb{E}) f$, we have that $D \mathcal{F}(I)^{-1}: \mathbb{I}^{-} \mathcal{A}_{r} \rightarrow \mathbb{I}^{-} \mathcal{A}_{r}^{\prime}$ is continuous and

$$
\begin{equation*}
\left\|D \mathcal{F}(I)^{-1}\right\|<\frac{1}{\sigma / K-2\|g\|_{r}} . \tag{4.10}
\end{equation*}
$$

Proof. From (4.3) one has

$$
\begin{align*}
D \mathcal{F}(I) H & =\mathbb{I}^{-}\left(L_{\boldsymbol{\omega}}+\operatorname{ad}_{f}\right) H \\
& =\left[\mathbb{I}+\mathbb{I}^{-} \operatorname{ad}_{g}\left(L_{\boldsymbol{\omega}}+\operatorname{ad}_{u}\right)^{-1}\right]\left(L_{\boldsymbol{\omega}}+\operatorname{ad}_{u}\right) H \tag{4.11}
\end{align*}
$$

where $\operatorname{ad}_{b} A=A b-b A$. Thus, the inverse of this operator, if it exists, is given by

$$
\begin{equation*}
D \mathcal{F}(I)^{-1}=\left(L_{\boldsymbol{\omega}}+\operatorname{ad}_{u}\right)^{-1}\left[\mathbb{I}+\mathbb{I}^{-} \operatorname{ad}_{g}\left(L_{\boldsymbol{\omega}}+\operatorname{ad}_{u}\right)^{-1}\right]^{-1} \tag{4.12}
\end{equation*}
$$

By looking at the spectral properties of the operator $\left(2 \pi \mathrm{i} \boldsymbol{k} \cdot \boldsymbol{\omega} I+\mathrm{ad}_{u}\right)$, with the spectrum of $\operatorname{ad}_{u}$ being $\{0, \pm 4 \pi \mathrm{i} \rho\}$, it is possible to write

$$
\begin{equation*}
\left(L_{\boldsymbol{\omega}}+\operatorname{ad}_{u}\right) H(\boldsymbol{x})=\sum_{\boldsymbol{k} \in I^{-}} S \Lambda_{\boldsymbol{k}} S^{-1} H_{\boldsymbol{k}} \mathrm{e}^{2 \pi \mathrm{i} \boldsymbol{k} \cdot \boldsymbol{x}} \tag{4.13}
\end{equation*}
$$

where

$$
\begin{equation*}
\Lambda_{\boldsymbol{k}}=(2 \pi \mathrm{i}) \operatorname{diag}(\boldsymbol{k} \cdot \boldsymbol{\omega}, \boldsymbol{k} \cdot \boldsymbol{\omega}, \boldsymbol{k} \cdot \boldsymbol{\omega}+2 \rho, \boldsymbol{k} \cdot \boldsymbol{\omega}-2 \rho) \tag{4.14}
\end{equation*}
$$

and

$$
S=\left[\begin{array}{cccc}
0 & 1 & -1 & -1  \tag{4.15}\\
1 & 0 & \mathrm{i} & -\mathrm{i} \\
-1 & 0 & \mathrm{i} & -\mathrm{i} \\
0 & 1 & 1 & 1
\end{array}\right]
$$

So, we have the linear map from $\mathbb{I}^{-} \mathcal{A}_{r}$ to $\mathbb{I}^{-} \mathcal{A}_{r}^{\prime}$,

$$
\begin{equation*}
\left(L_{\boldsymbol{\omega}}+\operatorname{ad}_{u}\right)^{-1} F(\boldsymbol{x})=\sum_{\boldsymbol{k} \in I^{-}} S \Lambda_{\boldsymbol{k}}^{-1} S^{-1} F_{\boldsymbol{k}} \mathrm{e}^{2 \pi \mathrm{i} \cdot \boldsymbol{x}} . \tag{4.16}
\end{equation*}
$$

If $\boldsymbol{k} \in I^{-}$and $\|\boldsymbol{k}\|>4 \rho / \sigma$, by (2.28)

$$
\begin{equation*}
\frac{|\boldsymbol{k} \cdot \boldsymbol{\omega} \pm 2 \rho|}{\|\boldsymbol{k}\|} \geq \frac{|\boldsymbol{k} \cdot \boldsymbol{\omega}|-2 \rho}{\|\boldsymbol{k}\|}>\frac{\sigma}{2} . \tag{4.17}
\end{equation*}
$$

The number of remaining modes $\boldsymbol{k} \in I^{-}$is finite.
The above inequalities and (2.28) imply that

$$
\begin{align*}
\left\|\left(L_{\boldsymbol{\omega}}+\mathrm{ad}_{u}\right)^{-1} F\right\|_{r}^{\prime} & \leq \frac{4}{2 \pi} \sum_{\boldsymbol{k} \in I^{-}} \max \left(\frac{1+2 \pi\|\boldsymbol{k}\|}{|\boldsymbol{k} \cdot \boldsymbol{\omega}|}, \frac{1+2 \pi\|\boldsymbol{k}\|}{|\boldsymbol{k} \cdot \boldsymbol{\omega} \pm 2 \rho|}\right)\left\|F_{\boldsymbol{k}}\right\| \mathrm{e}^{r\|\boldsymbol{k}\|}  \tag{4.18}\\
& <\frac{K}{\sigma}\|F\|_{r} .
\end{align*}
$$

Hence, $\left\|\left(L_{\boldsymbol{\omega}}+\operatorname{ad}_{u}\right)^{-1}\right\|<K / \sigma$. It is possible to bound from above the norm of ad ${ }_{g}$ by $2\|g\|_{r}$. Therefore,

$$
\left\|\mathbb{I}^{-} \operatorname{ad}_{g}\left(L_{\boldsymbol{\omega}}+\operatorname{ad}_{u}\right)^{-1}\right\|<\frac{2 K}{\sigma}\|g\|_{r}<1
$$

and

$$
\left\|\left[\mathbb{I}+\mathbb{I}^{-} \operatorname{ad}_{g}\left(L_{\boldsymbol{\omega}}+\operatorname{ad}_{u}\right)^{-1}\right]^{-1}\right\|<\frac{1}{1-\frac{2 K}{\sigma}\|g\|_{r}}
$$

The statement of the lemma is now immediate.
As $r$ is constant, in the following we drop it from our notations.
Lemma 4.3. Given $U \in \mathcal{B}_{\delta}$, the linear operator $D \mathcal{F}(U)-D \mathcal{F}(I)$ mapping $\mathbb{I}^{-} \mathcal{A}_{r}^{\prime}$ into $\mathbb{I}^{-} \mathcal{A}_{r}$, is bounded and

$$
\begin{equation*}
\|D \mathcal{F}(U)-D \mathcal{F}(I)\|<2\|U\|\left[\|\boldsymbol{\omega}\|(1+2\|U\|)+2\|f\|\left(1+\|U\|+\|U\|^{2}\right)\right]\|U-I\| . \tag{4.19}
\end{equation*}
$$

Proof. In view of (4.3), we have

$$
\begin{align*}
{[D \mathcal{F}(U)-D \mathcal{F}(I)] H=} & \mathbb{I}^{-} L_{\omega} H \cdot\left(U^{-1}-I\right)-L_{\omega} U \cdot U^{-1} H U^{-1} \\
& +H f\left(U^{-1}-I\right)+f H-\operatorname{Ad}_{U} f \cdot H U^{-1} \tag{4.20}
\end{align*}
$$

It is possible to estimate the norms of the above terms by

$$
\begin{align*}
\left\|L_{\boldsymbol{\omega}} H \cdot\left(U^{-1}-I\right)\right\| & \leq\|\boldsymbol{\omega}\|\left\|U^{-1}-I\right\|\|H\|^{\prime}, \\
\left\|L_{\boldsymbol{\omega}} U \cdot U^{-1} H U^{-1}\right\| & \leq\|\boldsymbol{\omega}\|\left\|U^{-1}\right\|^{2}\|U-I\|^{\prime}\|H\|, \\
\left\|H f\left(U^{-1}-I\right)\right\| & \leq\|f\|\left\|U^{-1}-I\right\|\|H\|, \\
\left\|f H-\operatorname{Ad}_{U} f \cdot H U^{-1}\right\| & =\left\|f H\left(U^{-1}-I\right)+f\left(U^{-1}-I\right) H U^{-1}+\left(U^{-1}-I\right) f U^{-1} H U^{-1}\right\| \\
& \leq\|f\|\left(1+\left\|U^{-1}\right\|+\left\|U^{-1}\right\|^{2}\right)\left\|U^{-1}-I\right\|\|H\| . \tag{4.21}
\end{align*}
$$

Finally, notice that $\left\|U^{-1}-I\right\| \leq\left\|U^{-1}\right\|\|U-I\| \leq 2\|U\|\|U-I\|$.
Proposition 4.1 now follows from $\|U\|<1+\delta$ and

$$
\begin{align*}
\left\|D \mathcal{F}(U)^{-1}\right\| & \leq\left(\left\|D \mathcal{F}(I)^{-1}\right\|^{-1}-\|D \mathcal{F}(U)-D \mathcal{F}(I)\|\right)^{-1} \\
& <\left\{\sigma / K-\varepsilon-2 \delta\|U\|\left[\|\boldsymbol{\omega}\|(1+2\|U\|)+2\|f\|\left(1+\|U\|+\|U\|^{2}\right)\right]\right\}^{-1} \\
& <\{\sigma / K-\varepsilon-56 \delta(\|\boldsymbol{\omega}\|+\|f\|)\}^{-1} \tag{4.22}
\end{align*}
$$

Therefore, for $\delta$ and $\varepsilon$ as in (4.1) and (2.37), respectively,

$$
\begin{equation*}
\left\|D \mathcal{F}(U)^{-1}\right\|<\frac{\delta}{\varepsilon} \tag{4.23}
\end{equation*}
$$

## Appendix A. Trivial fixed points of renormalization

Here we shall describe an adaptation of the renormalization scheme in order to obtain trivial (integrable) fixed points. That is, we want to find a way to renormalize certain vector fields in such a way as to get the same vector field.
A.1. Constant vector fields. We will be interested in dealing with vector fields in $V_{r}$ close to

$$
\begin{equation*}
Y(\boldsymbol{x}, \boldsymbol{y})=(\boldsymbol{\omega}, u y), \tag{A.1}
\end{equation*}
$$

where

$$
u=2 \pi \rho\left[\begin{array}{cc}
0 & 1  \tag{A.2}\\
-1 & 0
\end{array}\right]
$$

and $\boldsymbol{\omega}=(\alpha, 1)$ with a quadratic irrational number $\alpha$, i.e. a solution of a quadratic equation over $\mathbb{Q}$. In this case there is a matrix $T \in \operatorname{SL}(2, \mathbb{Z})$ and $\lambda \neq 0$ such that $T \boldsymbol{\omega}=\lambda \boldsymbol{\omega}$.
A.2. Change of basis and time rescaling. By performing the coordinate and time transformations $\boldsymbol{x} \mapsto T \boldsymbol{x}$ and $t \mapsto \lambda^{-1} t$, we obtain the vector field

$$
\begin{equation*}
\mathcal{L}(Y)(\boldsymbol{x}, \boldsymbol{y})=\left(\boldsymbol{\omega}, \lambda^{-1} u \boldsymbol{y}\right) . \tag{A.3}
\end{equation*}
$$

The operator $\mathcal{L}$ is the same as in sections 2.5 and 2.8. It is compact because it can be writen as the composition of a bounded map and an inclusion (into a smaller domain) which is compact.
A.3. Resonant rotation. For a fixed $\boldsymbol{m} \in \mathbb{Z}^{2}$ consider the map $B: \mathcal{D}_{r} \rightarrow \mathrm{SO}(2, \mathbb{C})$ given by

$$
B(\boldsymbol{x})=\left[\begin{array}{cl}
\cos (2 \pi \boldsymbol{m} \cdot \boldsymbol{x}) & \sin (2 \pi \boldsymbol{m} \cdot \boldsymbol{x})  \tag{A.4}\\
-\sin (2 \pi \boldsymbol{m} \cdot \boldsymbol{x}) & \cos (2 \pi \boldsymbol{m} \cdot \boldsymbol{x})
\end{array}\right]
$$

We can thus construct the diffeomorphism $\psi(\boldsymbol{x}, \boldsymbol{y})=(\boldsymbol{x}, B(\boldsymbol{x}) \boldsymbol{y})$ and, by denoting the operator $\mathcal{B}=\psi^{*}$, it follows immediately from (1.4) that

$$
\mathcal{B}(Y)(\boldsymbol{x}, \boldsymbol{y})=\left(\boldsymbol{\omega}, 2 \pi(\boldsymbol{m} \cdot \boldsymbol{\omega})\left[\begin{array}{cc}
0 & 1  \tag{A.5}\\
-1 & 0
\end{array}\right] \boldsymbol{y}+\operatorname{Ad}_{B(\boldsymbol{x})} u \cdot \boldsymbol{y}\right) .
$$

Notice that $\operatorname{Ad}_{B(\boldsymbol{x})} u=u$. The derivative of $\mathcal{B}$ at $Y$ is given by $\operatorname{Ad}_{B}$.
A.4. Renormalization fixed points. We now construct a renormalization scheme based on section 2.11, including in addition the above transformation. For each step we take the same operator consisting of $\mathcal{R}=\mathcal{B} \circ \mathcal{U} \circ \mathcal{L}$, acting on the space of vector fields whose first component is equal to a fixed $\boldsymbol{\omega}$. The domain of $\mathcal{R}$ includes all vector fields whose image under $\mathcal{L}$ is inside the domain of $\mathcal{U}$. In addition, we have $D \mathcal{U}(Y)=\mathbb{I}^{+}$. Here we choose to have always the same resonant cone $I^{+}$.

It is simple to check that

$$
\begin{equation*}
\mathcal{B} \circ \mathcal{L}(Y)(\boldsymbol{x}, \boldsymbol{y})=\left(\boldsymbol{\omega},\left(\rho^{-1} \boldsymbol{m} \cdot \boldsymbol{\omega}+\lambda^{-1}\right) u \boldsymbol{y}\right) . \tag{A.6}
\end{equation*}
$$

We remark that $\mathcal{U}=$ Id for these cases.
The fixed points of renormalization are determined by the non-zero $\rho$ 's and quadratic irrational $\alpha$ 's for which we can find integer solutions $\boldsymbol{m}$ to the equation

$$
\begin{equation*}
\boldsymbol{m} \cdot \boldsymbol{\omega}=\rho\left(1-\lambda^{-1}\right) . \tag{A.7}
\end{equation*}
$$

A simple example is given by $\alpha=(\sqrt{5}-1) / 2$ and $\rho=1$. In this case, $T=\left[\begin{array}{cc}-1 & 1 \\ 1 & 0\end{array}\right]$ and $\lambda=\alpha$. The solution of equation (A.7) is then $\boldsymbol{m}=(-1,0)$.
A.5. Hyperbolicity of fixed points. The operator $\mathcal{R}$ is differentiable in its domain and its derivative at a trivial fixed point $Y$ is compact and essentially given by $h \mapsto$ $\lambda^{-1} \operatorname{Ad}_{B} \mathbb{I}^{+} h \circ T$. The study of its spectrum shows us that the modulus of the eigenvalues are zero and $|\lambda|^{-1}$. The unstable directions correspond to perturbations to the constant matrix $u$ in $\mathfrak{s l}(2, \mathbb{R})$.

This analysis is similar to the one appearing in [16] for the renormalization of Hamiltonian systems and in [19] for the case of non-singular flows on the torus. We should then be able to prove the following result.

Theorem A.1. If $\boldsymbol{\omega}$ has a quadratic irrational slope, then $Y$ is a hyperbolic fixed point of $\mathcal{R}$ with a local codimension-3 stable manifold and a local 3-dimensional unstable manifold.

Remark A.2. The above can be easily generalized to higher dimensions $d \geq 2$ by considering vectors $\boldsymbol{\omega} \in \mathbb{R}^{d}$ of Koch type (for $d=2$ they are precisely the quadratic irrationals) - see [16]. Those are vectors for which we can find $T \in \operatorname{SL}(d, \mathbb{Z})$ and $0<\left|\lambda_{1}\right|<1<\left|\lambda_{2}\right| \leq \cdots \leq\left|\lambda_{d}\right|$ such that $T \boldsymbol{\omega}=\lambda_{1} \boldsymbol{\omega}$ and every $\lambda_{i}$ is a simple eigenvalue of $T$. The eigenvector $\lambda_{1}$ would then take the role of $\lambda$. (Notice that with respect to the notations in $[16,19]$, here we use the inverse matrix.)

Reducibility to $Y$ can be proved for vector fields inside the stable manifold, following the procedure of section 3.

## Acknowledgements

I would like to thank R. Krikorian and G. del Magno for fruitful discussions. I also would like to express my gratitude to the Centro de Análise Matemática Geometria e Sistemas Dinâmicos, IST Lisbon, Portugal, where most of this work was completed.

## References

[1] A. Berretti and G. Gentile. Bryuno function and the standard map. Commun. Math. Phys., 220:623-656, 2001.
[2] N. N. Bogoljubov, Ju. A. Mitropoliskii, and A. M. Samoilenko. Methods of accelerated convergence in nonlinear mechanics. Hindustan Publishing Corp., Delhi, 1976. Translated from the Russian by V. Kumar and edited by I. N. Sneddon.
[3] J. Bricmont, K. Gawȩdzki, and A. Kupiainen. KAM theorem and quantum field theory. Comm. Math. Phys., 201(3):699-727, 1999.
[4] J. Bricmont, A. Kupiainen, and A. Schenkel. Renormalization group and the Melnikov problem for PDE's. Comm. Math. Phys., 221(1):101-140, 2001.
[5] E. I. Dinaburg and Ja. G. Sinai. The one-dimensional Schrödinger equation with quasiperiodic potential. Funkcional. Anal. i Priložen., 9(4):8-21, 1975.
[6] L. H. Eliasson. Floquet solutions for the 1-dimensional quasi-periodic Schrödinger equation. Comm. Math. Phys., 146(3):447-482, 1992.
[7] L. H. Eliasson. Reducibility and point spectrum for linear quasi-periodic skew-products. In Proceedings of the International Congress of Mathematicians, Vol. II (Berlin, 1998), number Extra Vol. II, pages 779-787 (electronic), 1998.
[8] G. Gallavotti. Invariant tori: a field-theoretic point of view of Eliasson's work. In Advances in dynamical systems and quantum physics (Capri, 1993), pages 117-132. World Sci. Publishing, River Edge, NJ, 1995.
[9] G. Gallavotti and G. Gentile. Hyperbolic low-dimensional invariant tori and summations of divergent series. Comm. Math. Phys., 227(3):421-460, 2002.
[10] G. Gallavotti, G. Gentile, and V. Mastropietro. Field theory and KAM tori. Math. Phys. Electron. $J ., 1:$ Paper 5, approx. 13 pp. (electronic), 1995.
[11] G. Gentile and V. Mastropietro. Methods for the analysis of the Lindstedt series for KAM tori and renormalizability in classical mechanics. A review with some applications. Rev. Math. Phys., 8(3):393-444, 1996.
[12] G. H. Hardy and E. M. Wright. An introduction to the theory of numbers. Oxford Science Publications, 5 th edition, 1990.
[13] E. Hille and R. S. Phillips. Functional analysis and semi-groups, volume 31. AMS Colloquium Publications, rev. ed. of 1957, 1974.
[14] K. Khanin and D. Khmelev. Renormalizations and rigidity theory for circle homeomorphisms with singularities of the break type. Comm. Math. Phys., 235(1):69-124, 2003.
[15] K. Khanin and Ya. Sinai. A new proof of M. Herman's theorem. Commun. Math. Phys., 112:89101, 1987.
[16] H. Koch. A renormalization group for Hamiltonians, with applications to KAM tori. Erg. Theor. Dyn. Syst., 19:475-521, 1999.
[17] R. Krikorian. Réductibilité des systèmes produits-croisés à valeurs dans des groupes compacts. Astérisque, (259):vi+216, 1999.
[18] R. Krikorian. Global density of reducible quasi-periodic cocycles on $\mathbf{T}^{1} \times \mathrm{SU}(2)$. Ann. of Math. (2), 154(2):269-326, 2001.
[19] J. Lopes Dias. Renormalization of flows on the multidimensional torus close to a $K T$ frequency vector. Nonlinearity, 15:647-664, 2002.
[20] J. Lopes Dias. Renormalization scheme for vector fields on $\mathbb{T}^{2}$ with a diophantine frequency. Nonlinearity, 15:665-679, 2002.
[21] J. Lopes Dias. Brjuno condition and renormalization for Poincaré flows. Preprint, 2004.
[22] R. S. MacKay. Renormalisation in area-preserving maps. World Scientific Publishing Co. Inc., River Edge, NJ, 1993.
[23] S. Marmi, P. Moussa, and J.-C. Yoccoz. The Brjuno functions and their regularity properties. Comm. Math. Phys., 186(2):265-293, 1997.
[24] C. T. McMullen. Self-similarity of Siegel disks and Hausdorff dimension of Julia sets. Acta Math., 180(2):247-292, 1998.
[25] J. Moser and J. Pöschel. An extension of a result by Dinaburg and Sinai on quasi-periodic potentials. Comment. Math. Helvetici, 59:39-85, 1984.
[26] J. Puig. Reducibility of linear differential equations with quasi-periodic coefficients: A survey. Preprint University of Barcelona, 2002.
[27] J. Puig and C. Simó. Analytic families of reducible linear quasi-periodic differential equations. Preprint University of Barcelona, 2003.
[28] H. Rüssmann. Stability of elliptic fixed points of analytic area-preserving mappings under the Bruno condition. Ergodic Theory Dyn. Syst., 22(5):1551-1573, 2002.
[29] M. Rychlik. Renormalization of cocycles and linear ODE with almost-periodic coefficients. Invent. Math., 110(1):173-206, 1992.
[30] J.-C. Yoccoz. Petits diviseurs en dimension 1 (Small divisors in dimension one). Astérisque, 231, 1995.

Departamento de Matemática ISEG, Universidade Técnica de Lisboa, Rua do Quelhas 6, 1200-781 Lisbon, Portugal

E-mail address: jldias@iseg.utl.pt

